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Abstract

The spectral analysis of heart rate variability, based

on the Fourier transform, needs even sampled data. The

objectives of this study were to develop an interpolation

method based on multi rate FIR filters, and then to imple-

ment this method for parallel processing machines. A total

of three data sets were used: a) simulated heart rate with

an IPFM model, b) autonomic blockage database (both

pharmacological and postural), and c) long term Holter

studies (recordings of 24 hours). Spectral analysis, for the

three data sets, was processed for both interpolation using

FIR filters and cubic splines, the results for Bland and Alt-

man analysis for low frequency band, showed a difference

of -47±131 ms2; then for the high frequency band, the

difference was 3±48 ms2. The presented method of time

series calculation, using FIR filters, probed to be equiva-

lent for both simulated and real data, and is suitable for

parallel programming implementation.

1. Introduction

Time series is a method to represent a variable in the

course of time, such as distance, speed, or any other phys-

ical variable, versus time, as well currency prices or other

econometric variable, and physiological variables too; in

other words the applications of time series range across

science, engineering, economics and medicine, among

others. The evenly sampled time series are necessary

if the next step is a method such as the Fourier trans-

form, or other spectral estimation methods based on the

Fourier transform, which needs by definition evenly sam-

pled source data.

Many times, the time series volume of data is very high.

Processing this huge amount of data requires high per-

formance computing (HPC) techniques. One of the most

usual way of processing this is parallelizing the application

and processing the files in beowulf computer clusters [1].

Nowadays, many organization collaborate in one unique

huge project which may consist in distributed resources

over the world. In this context, in which the resources from

different institutions must be shared in an efficient way,

Grid Computing emerges as the most promising technol-

ogy to enable collaboration among organizations regard-

less of their geographically location [2].

Among the many applications of high performance

computing, one of the biomedical applications is the study

of the autonomic nervous system (ANS) through the heart

rate variability (HRV).

The HRV provides a non invasive window to the ANS;

the ANS controls a number of viscerae, such as the heart,

lungs, arteries and veins, glands, among others, and ac-

cording its name, this underlining controls is automatic,

without any consciuos component [3]. In presence of dis-

eases as diabetes the ANS may be impaired, leading to a

lack of proper control [4].

The aim of this paper is to present a method of calcu-

lation of evenly spaced time series, using finite response

filters (FIR), and implemented in parallel processing (Be-

owulf cluster), and Grid-based computing system.

2. Study groups

A total of three data sets were used: a) simulated heart

rate, b) autonomic blockage database, and c) long term

Holter studies. The simulated heart rate used an integral

pulse frequency modulation (IPFM) model, the heart rate

was modulated with two sines of 0.1 and 0.25 Hz; the au-

tonomic blockage database has data from 12 healthy sub-

jects, with a combination of postural (supine and stand-

ing) and pharmacological (atropine and propranolol) con-

ditions; and the long term database used 10 Holter record-

ings of 24 hours each.

The first and second studies were used to compare the

two methods of interpolation, using cubic splines and FIR

filters; the third study was used to process the ECG beat

series with parallel and GRID computing.

3. Heart rate simulation

One of most widely used HR simulator is the IPFM

model [5]. In the IPFM model, where the input signal x(t)
pass through an integrator, then generating the ouput yi(t),
entering this output to a comparator input, and the other
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input of this comparator is connected to a treshold VT , the

output of the comparator is used to reset the integrator, and

is finally the output of the model.

The output of the integrator is modelized with the fol-

lowing equations (1) and (2):

yi(t) = 1

xk

∫ t

tk

dt if yi(t) < VT tk ≤ t < tk+1 (1)

yi(t) = 0 if yi(t) = VT t = tk+1 (2)

From equations (1) and (2):

VT =
1

xk

∫ t

tk

dt =
tk+1 − tk

xk

=
τk

xk

(3)

where tk+1 − tk is the interval between two consecutive

beats.

From equation (3), we get equation (4) which is the beat

to beat HR simulation:

y(t) =
∑

k

δ(t − tk) (4)

The figure 1 shows a simulation run, where x(t) = x0 +
A0sen(f02πt) + A1sen(f12πt), f0 = 0.1 Hz and f1 =
0.25 Hz, and VT = 1000 ms.

Figure 1. Signals of the IPFM model for a combination of

0.1 Hz and 0.25 Hz sine waves.

The figure 2 shows the simulated beat series, with the

above described modulation.

4. Interpolation using FIR filters

The interpolation using FIR filters has been used in a

number of processing methods, such as voice processing,

Figure 2. Beat series simulated, with two sine waves mod-

ulation.

and usually the design of the filters optimizes phase distor-

tion [6]. The interpolation process using FIR filters can be

considered as a multirate processing [7], in which is com-

bined filtering with changes in sampling frequency, called

decimations.

In applications where is required big changes of sam-

pling frequency, multiple stages are used splitting the

change in sampling frequency, in example for a total re-

duction M = M1M2 . . .MI , uses I stages. Each stage

has a low pass filter and then the decimation; the filter-

ing before decimation is necessary to minimizes the alias-

ing. FIR filters are widely used in interpolation because

are more stable and has linear phase [7].

The figure 3 shows three stages, which reduce the orig-

inal sampling frequency from 250 to 5 samples per sec-

ond; beat series enter to the first stage at the original ECG

sampling rate, then the low pass filter (LPF1) preceeds the

first stage of decimation which decimates by 2. The same

figure 3 shows the two following stages, LPF2 and LPF3,

preceeded by decimation stages each one by 5, finally the

sampling rate is 5 samples per second.

Figure 3. Block diagram of the interpolation process using

FIR filters and decimation.

The coefficients of the low pass filters were calculated

with the Remez method [8], which allows the design of

optimized Chebyshev filters. The equation to calculate the

number of coefficients, for a moderate width of the pass

band is:

N = 1 +
−20 log

√
δ1δ2 − 13

14.6(fs − fp)
(5)

where δ1 determines the maximum ripple of the pass

band, δ2 determines the attenuation in the attenuation
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band, fs and fp are the cutoff and attenuation normalize

frequencies respectively.

In the present work δ1 = 0.025, and δ2 = 0.001, then

we obtain an attenuation of −60 dB. Using equation (5)

the number of coefficients is N = 1132 if we use just

one stage of decimation, with cutoff frequencies of fs =
2/250 and fp = 1.5/250, this calculation shows clearly

the necessity of the use of multiple stages.

The cutoff frequencies where fs = 100/250 and fp =
5/250 for the first stage, then fs = 20/125 and fp =
5/125 for the second stage, and finally fs = 4/25 and

fp = 1.5/25 for the third stage, where the number of co-

efficients were N1 = 7, N2 = 21 and N3 = 25, for first,

second and third stage respectively. The figure 4 shows the

frequency response for each filter.

Figure 4. Frequency response for each low pass filter of

the multirate interpolator, where panels A, B and C corre-

spond to filters LPF1, LPF2 and LPF3 respectively.

5. Results

5.1. Simulated data

The simulated beat series are processed with two inter-

polation methods; the cubic splines method trends to inter-

polate with values which overestimate the RR intervals, in

special for the local maximums. This overestimation may

lead to overestimation in the frequency domain; however

is barely shown in the power spectrum density (PSD). The

PSD was calculated using the Blackman-Tukey method,

which is a Fourier based method with a Gaussian window

[9].

The spectral analysis of the simulated HR, showed a

miscalibration in frequency around the peaks, at 0.1 and

0.25 Hz. In the case of the FIR filter method, the max-

imum for the 0.1 Hz oscillation was 754032 ms2/Hz lo-

cated at 0.100098 Hz; then for the 0.25 Hz oscillation was

151243 ms2/Hz at 0.246582 Hz. On the other side, using

the cubic splines method, the maximum for 0.1 Hz oscilla-

tion was 773225 ms2/Hz at 0.100098 Hz; for the 0.25 Hz

oscillation was 131310 ms2/Hz at 0.25146 Hz.

The energies for low frequency band (LF, 0.04 to 0.15

Hz) and high frequency (HF, 0.15 to 0.4 Hz), in agree-

ment with standard autonomic studies [9, 10], using the

FIR method were 40603 and 9828 ms2, respectively. The

cubic splines method showed for LF an energy of 40327

ms2, and for HF was 11057 ms2. The correlation between

each method, between 0.04 and 0.4 Hz, was 0.993; the

spectral resolution was 0.00244 Hz. A regression analysis

showed an intercept of 2851 ms2/Hz (P = 0.001) and the

slope was 0.963 (P < 0.0001); the determination index

was r2=0.9929. The distribution of the residuals was veri-

fied to have a normal distribution, using the Shapiro-Wilk

test [11].

5.2. Autonomic blockage database

The figures 5 and 6 shows the time series and the

PSD, for each method, in two representative recordings

CRC03STC and CRC07SUA, respectively.

Figure 5. Time series and PSD of recording CRC03STC.

The figure 5 shows in the left panel the time series, for

both interpolation methods, and as is shown how some-

times the cubic splines method overestimates the excursion

of the time series (dashed line), then this overestimation is

present in the PSD at low frequencies, as is shown in the

right panel of the same figure 5. The figure 6 shows the

time series and PSD for recording CRC07SUA, in this case

the two methods are similar.

Figure 6. Time series and PSD of recording CRC07SUA.

The analysis of Bland-Altman [12], allows the com-

parison of two diagnostic methods; in the present study

it was used to compare the LF and HF energies from
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the two interpolation methods. The mean difference at

LF energies was -46.5±131.3 ms2, the regression analy-

sis in the Bland-Altman plot shows a significant slope of

-0.031 (P = 0.0002), with a coefficient of determination

r2=0.16. The 95% of the differences, or in other words the

±2SD around the mean of the differences, were between

the range of 525 ms2.

Finally the difference at HF energies was 3±48 ms2, the

regression analysis in the Bland-Altman plot shows a sig-

nificant slope of 0.06 (P < 0.0001), with a coefficient of

determination r2=0.27. The 95% of the differences, or in

other words the ±2SD, were between the range of 192

ms2.

6. Discussion

In the present work two methods for the calculation of

evenly spaced time series from unevenly spaced beat series

were compared, cubic splines and multi rate FIR methods.

The cubic splines method, which is widely used in most

applications, specially in the case of HRV studies [13];

other studies used linear interpolation [14][9].

The new method presented in this paper, using FIR fil-

ters and decimation, is equivalent to previously used meth-

ods for the calculation of time series. The analysis of sim-

ulated beat series with the IPFM model, showed that the

FIR filter method has a more accurate frequency calibra-

tion, this may be because the nature of method, using dec-

imation, leads to a more accurate sampling rate of the time

series; on the other side the cubic splines method may in-

troduce rounding errors leading to a frequency miscalibra-

tion.

The comparison of the two methods using the database

of autonomic blockage showed differences between the

two methods, according to the results of the Bland-Altman

analysis for both LF and HF bands, however this differ-

ences are acceptable for medical clinical applications [12].

Finally, we developed parallel and grid implementations

for processing evenly spaced time series, using multi rate

FIR filters. The parallel application developed shows a

clear performance improvement versus R-prototype and

serial implementations. The Grid application allows pro-

cessing many time series files simultaneously, increasing

even more the performance. Although the performance

was augmented, ECG standard files do not need strictly

HPC, as they can be processed each one, in a few minutes.

Nevertheless, the use of HPC and grid computing in this

area would permit the implementation of more complex

algorithms for the analysis of ECG.
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