
  

  

Abstract—In recent years the European Commission has 
funded an increasing number of functional genomics projects 
aimed at using the mouse as a model of human disease. Many 
of these projects are producing large data volumes. A recently 
funded programme, CASIMIR (Coordination and 
Sustainability of International Mouse Informatics Resources) 
aims to make recommendations on the most efficient way to 
integrate these datasets. In Summer 2007 CASIMIR carried 
out a questionnaire survey of relevant EC-funded projects to 
determine their current use of data integration technologies 
and standards. This report describes the consortium’s aims, its 
achievements so far, the results of the survey and initial 
conclusions deriving from it. 

I. CASIMIR 
he need for integration of data sets is well established in 
the computer science, bioinformatics and high 

throughput biology communities. However it is less well-
established amongst bench biologists whose primary interest 
is hypothesis-driven experimental science and do not have 
experience of propagating large data sets to the wider 
community with a view to integrated analysis. 
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Over the last few years, the European Commission has 
supported an increasing number of functional genomics 
projects focusing on the use of the laboratory mouse as a 
model of human disease. The mouse has numerous 
advantages as a disease model including mammalian 
physiology and anatomy, short generation time and a well-
developed genetic toolkit allowing, amongst other 
manipulations, knocking out and knocking in of genes, 
production of tissue specific knockouts, and production of 
point mutations [1]. 

Mouse projects funded by the European Commission 
encompass methods for mouse phenotyping (EUMORPHIA: 
http://www.eumorphia.org/), archiving and distributing 
mutant mouse lines (EMMA: http://www.emmanet.org), 
large scale phenotyping of mouse lines (EUMODIC: 
http://www.eumodic.org/), systematic generation of 
knockouts of a significant proportion of all mouse genes 
(EUCOMM: http://www.eucomm.org), mapping of gene 
expression domains in mouse embryos (EurExpress: 
http://www.eurexpress.org), development of mouse models 
to investigate human immunological disease (MUGEN: 
http://www.mugen-noe.org), a database of images of mouse 
pathology (PATHBASE: http://www.pathbase.net) and 
numerous others (see http://www.prime-
eu.org/euromouseiiprojects.htm for a fuller listing of current 
and recent projects). The diversity of these projects is so 
great that the Commission has also funded Coordination 
Actions both to provide an overview of the activities of the 
various projects and to provide means for wider 
dissemination of the results. These have included PRIME 
(Priorities For Mouse Functional Genomics Research Across 
Europe: http://www.prime-eu.org/), a priority-setting 
organisation, and CASIMIR (Coordination and 
Sustainability of International Mouse Informatics Resources: 
http://www.casimir.org.uk) which is aimed at recommending 
standards to allow data sharing and integration between the 
different projects. 

CASIMIR is an important initiative because 
bioinformatics is often not given enough thought when 
projects of this kind are planned. As a consequence, there is 
a risk that data will not be stored or preserved in a form 
amenable to future use or integration into other data sets. 
This would result in a massive waste of resources.  

Like other EU-funded initiatives, the work of CASIMIR 
is organised into a number of “Work Packages”. The non-
administrative work packages of CASIMIR deal with the 
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following areas, all of which are critical for the optimal 
integration of biological databases: data representation (in 
particular the use of ontologies to represent complex 
biological information), technical issues concerning 
database compatibility and interoperability, data acquisition, 
curation and ownership, the integration of biological 
collections and material resources into the data network, and 
user interactions. 

As a result of discussion at the CASIMIR meeting in 
Corfu on October 3-6, 2007, the Data Representation Work 
Package has a particular interest in the representation of 
phenotype information using ontologies and how this might 
be linked to descriptions of human disease. The phenotype 
of an organism is “the observable properties of an organism 
that are produced by the interaction of the genotype and the 
environment”. Phenotypic attributes take a wide variety of 
forms, ranging from simple measures such as body weight 
or life span through quantitative measurements such as 
blood glucose concentration to more subjective observations 
such as aggressiveness or nervousness. Mouse 
bioinformaticians, in common with bioinformaticians 
working on other organisms which can act as models of 
human diseases, face two major challenges. The first of 
these is how to represent the diverse features that fall under 
the general heading of phenotype using a single semantic 
formalism, and the second is designing a system that will 
allow the phenotypes of mouse lines to be related to diseases 
seen in humans.  

There are currently two ontology schemes in use to 
describe mouse phenotype data: the Mammalian Phenotype 
ontology (MP) [2] and the combinatorial schema that uses 
the Quality Ontology (PATO) as its core component [3], [4]. 
Both of these approaches have their advantages and 
disadvantages and it seems likely that a single unifying 
framework will need to be developed which maps MP terms 
to PATO-style descriptions so that the two schemes become 
interchangeable (for example see http://www.mugen-
noe.org/database where some such mappings are 
implemented). CASIMIR’s particular interest is in the 
development of means to map mouse phenotypes to human 
diseases. Disease is a complex concept, and most diseases 
have a variety of features which can be considered to be 
phenotypic attributes comparable to those measured in mice. 
However disease may be diagnosed on the basis of the 
presence of only a subset of these phenotypes, although 
some may be essential. In order to effectively map mice 
showing a particular constellation of phenotypes to one or 
more human diseases it will therefore be necessary to 
produce descriptions of diseases in terms of their component 
phenotypes. This will require engagement of ontologists 
with clinicians with an interest in these issues. CASIMIR 
aims to stimulate this area of research by holding a meeting 
at the Nobel Forum in Stockholm in December 2008. This 
area will be addressed in more detail in the accompanying 
paper by Schofield et al. [5]. 

The development of an appropriate ontological 
framework will contribute greatly to improving the semantic 
interoperability between mouse databases. A related 
problem is to develop frameworks that improve syntactic 
interoperability using freely available tools that are 
relatively easy to install. To date the consortium has 
investigated the implementation of a set of approaches 
which, in combination, allow integration of a group of 
databases ranging from large core databases to relatively 
experimental ones. The solutions investigated are Web 
Services [6], BioMart [7], MOLGENIS [8] and TAVERNA 
[9]. BioMart allows joint querying of a set of databases by 
generating a denormalised schema for each database which 
can then be queried by the Mart software. BioMart also has 
a built in facility to generate Web Services for any given 
Mart. In principle any set of relational databases can be 
queried in this way, although this is less tractable for large 
and/or complex databases. Disadvantages of the approach 
include the need to re-generate the BioMart table(s) at 
intervals, meaning that information is not up-to-date for 
rapidly changing databases, and the lack of semantic 
mapping between fields. MOLGENIS creates software 
wrappers around existing databases enabling automated data 
access from R, Java and Web Services. Once data sources 
have been made interoperable some sort of client is then 
required to make the integrated querying possible. We have 
used TAVERNA, the MyGrid [10] workflow management 
system,  to integrate databases through a mixture of Web 
Services, BioMart and MOLGENIS technologies to 
illustrate the potential for the use of these relatively 
straightforward technologies in integrating mouse databases. 

A related task has been carried out by the “User 
Interaction” work package, which has developed use cases 
for the types of complex queries that biologists might wish 
to make using sets of databases. The aim of these use cases 
is to inform the design of interfaces, queries and analysis 
tools from the perspective of the end user. The group 
decided upon apparently relatively straightforward queries: 
“What is the function of genes X, Y & Z?”, “Which 
information is available in various databases on these 
genes?” and “Does a group of selected genes exhibit 
common functional features?” In a first step, the use cases 
allow identification of proper gene IDs in various databases, 
using either the correct names or synonyms. A particular 
attribute of the current use case is that lists of genes can be 
generated, expanded and combined in a shopping cart 
fashion. The functional information on a given gene or a list 
of genes may then be retrieved from a number of databases. 
In addition, queries can be made that compile common 
features of groups of genes from various databases, e.g. 
expression patterns, and human or mouse diseases or 
phenotypes associated with particular genes. 

Given the wide variety of databases available [11], a 
critical infrastructural issue for the more widespread use of 
web services in the integration of biological data is the 



  

availability of information on the contents of databases and 
the services they provide. The work package on The 
Integration of Biological Collections And Material 
Resources Into The Data Network is therefore leading the 
development of a “database of databases” which is intended 
to provide this information across the domain of mouse 
functional genomics.  A preliminary version of this database 
is currently available at http://bioit.fleming.gr/mrb. As part 
of the process of developing this database, CASIMIR has 
also discussed the development of a Minimum Information 
criterion for describing databases and benchmarking criteria 
for identifying areas of relative strength in a given database. 

The final area of interest for CASIMIR is ensuring that 
the maximum amount of data of the best possible quality is 
placed in public databases. Data submission faces a number 
of barriers that limit the submission of data, such as 
perceptions concerning the consequences of database 
submission on intellectual property rights and patentability. 
The aims of the Work Package on Data Acquisition, 
Curation And Ownership are to: 

• Examine current practice in existing databases 
regarding data quality assurance, traceability, provenance 
and reach a community consensus of best practice. 
• Assess the range of curatorial practices and annotation 
strategies and their costs and compare the advantages and 
disadvantages of human expert curation and annotation 
with respect to the aims of the database 
• Gather information concerning Intellectual Property 
Rights (IPR) concerns from the participants and other 
stakeholders, compare practices between different funding 
agencies, companies and institutions and conduct round 
table talks specifically aimed at bringing together 
representatives of all these groups to discuss a common 
approach to IPR constraints on data submission. 
• Make recommendations as to how the community 
might be persuaded to contribute at least publicly funded 
data to public databases. 
• Investigate the potential for public/private domains in 
large databases as a potential source of funding. 

II. THE CASIMIR QUESTIONNAIRE 
As a first step towards developing its recommendations, 

CASIMIR carried out a survey in summer 2007 to ascertain 
the sorts of database activities carried out by currently-active 
EC-funded mouse functional genomics projects and whether 
they are currently making use of community standards such 
as ontologies and minimum information standards for 
reporting experimental data. In the following sections we 
summarise the results of the survey and discuss their 
consequences in the context of integration of these large 
projects into the wider data network. 

A. Methodology 
The questions included in the questionnaire are shown in 

Table I. The questionnaire was circulated to a panel of 

recipients. As well as EC-funded projects, these included 
bioinformatics representatives of projects funded by Europe-
wide institutions (the European Commission and European 
Molecular Biology Laboratory) as well as contacts in other 
databases, many in the USA, which act as a control group 
and give the results a broader perspective. Results were 
gathered using a custom web form accessible via the 
CASIMIR web site (http://www.casimir.org.uk). The list of 
EC-funded projects targeted and a detailed description of 
results can be found on the CASIMIR web site at 
http://www.casimir.org.uk/qresults. 

 
TABLE 1. 

QUESTIONNAIRE QUESTIONS 
 

Question 
No. 

Question 

1 Are you using a relational database, object 
database or flat files? 

2 If relational, what is your chosen RDBMS 
(Relational Database Management System)? 

3 Is your database providing external links to other 
on-line resources; possibly via URL/HTTP (if 
yes please name them)? 

4 Supported/Installed Web Services (if yes please 
name them)? 

5 Please list the sorts of data entities you store (e.g. 
protein sequence data, mouse strain information 
etc...) 

6 Can you provide a brief ‘explanatory’ 
description/schema of your data/data structure? 

7 Are you willing to provide a entity relationship 
diagram and would you be willing to provide it 
under an open source license? 

8 Are you currently using or do you intend to use 
any ontologies or controlled vocabularies to 
describe your data? 

9 Do you plan to expand your use of ontologies in 
future? 

10 Do you use OBO ontologies? 
11 Do you perceive the need for additional 

ontologies to serve your domain of knowledge? 
12 Do you make use of Minimum Information 

standards (such as MIAME for microarray 
experiments) to describe any data? If so, which 
ones? If you do not make use of these standards, 
are you likely to do so in future? 

13 Do you have any comments/thoughts on 
standards for data representation that need to be 
developed or that you might like discussed in 
CASIMIR? 

14 What do you perceive as the main limiting factor 
in data representation/interoperability etc. in 
European bioinformatics databases? 

 

B. Overview of Responses 
28 responses were received, of which 11 were from the 13 

targeted EC-funded projects (85% response rate). In the 
analysis the responses from the EC-funded projects were 
combined with responses from databases funded by the 
other pan-European funding agency, the EMBL, to give a 
broad picture of the state of European-funded databases. 
Detailed results are available from the CASIMIR web site. 

The results suggest that in general European projects are 



  

well-placed to respond to the challenges of integration but 
that some issues need to be addressed. Relatively few 
projects are relying on flat-file formats for storing data - 
most are using relational or object technology (Questions 
1&2). In this they are consistent with practice on the non-
European-funded projects that responded to the 
questionnaire. We asked if databases were willing to make 
their relational schemas publicly available (Question 7). 
Most were willing to do so but some were not. The main 
argument from those databases not willing to make their 
schemas public was that they did not wish to do so before 
publishing a journal article on their database, after which 
most were willing to publish their schemas. We therefore 
conclude that most databases operate in a spirit of openness. 
Most databases in the survey provide external links to data 
in other databases (Question 3), linking them into the wider 
data network at the level of the user of the web interface. 

The range of data being stored in the databases we 
involved in the questionnaire, addressed by Question 5, is 
wide and covers most of the areas that are important in 
modern biology. Question 5 returned a wide variety of terms 
which indicate the wide spread of data types, from genomic 
and proteomic (DNA sequence, Protein sequence, Gene 
name, Gene structure, Protein feature, Gene/protein 
function, Transcript sequence, Gene regulation, other 
genome features); gene expression data (from gene 
expression arrays and in situ hybridization); systems biology 
information at the level of pathways, DNA-protein 
interaction and systems models; cell lines and chemical 
interventions applied to them; information on individual 
mice and mouse lines and strains, including breeding 
history, genetic manipulations applied to them genotype, 
phenotype and pathology data and information concerning 
the welfare regulatory regime under which they were kept; 
more complex data types such as images and their metadata 
and full descriptions and comparisons of ontologies; and 
information on researchers, publications and user requests. 

An increasingly important route for making data 
accessible to external “power” users is the implementation 
of web services. Less than half of the EC-funded databases 
we involved currently had web services available (Question 
4) although the proportion (44%) was higher than for the 
non-European Commission or EMBL-funded databases 
(25%). A significant proportion declared an intention to 
implement web services (31% for EC+EMBL-funded 
databases, 25% for the others) but a large group also 
declared no intention to do so (25% of EC+EMBL-funded 
projects and 50% of others). This may reflect an opinion that 
web services are of no obvious value to the users of a given 
database. This might change over time as more and more 
useful implementations making use of web services are 
demonstrated, for example the demonstration projects being 
developed by CASIMIR. 

An essential element for developing the potential for 
applications that mine data across multiple databases is 

consistent nomenclature. In the biological sciences the 
development of domain-specific ontologies, particularly the 
Gene Ontology [12] has played an important role in 
widening the acceptance and use of consistent nomenclature 
in biological databases. Consistent nomenclature across 
databases demands use of the same core set of broadly 
accepted ontologies by all databases. The OBO foundry 
family of ontologies, which developed from the original GO 
concept, is intended to act as a set of consistent, broadly 
orthogonal ontologies for the biological sciences [13]. We 
therefore asked about the use of ontologies in our database 
set and whether they favoured OBO foundry ontologies. A 
majority of databases currently use ontologies to represent 
their data but a significant minority do not. Some 
(exclusively in this sample amongst the non-EC-funded 
databases) use in-house controlled vocabularies (CVs) rather 
than ontologies. When asked if they intended to expand their 
use of ontologies, the majority said yes but a few again said 
no indicating that there is a core of resistance to the use of 
ontologies. This may be because they are not seen to be 
necessary, or because some developers find them difficult to 
implement. In Question 10 we asked if databases made use 
of OBO ontologies. A slim majority did so, but a proportion 
did not and either developed their own or used some 
nomenclatures not part of the OBO “family”, such as NCBI 
Taxonomy. At least one respondee was unaware whether the 
ontologies they used were OBO ontologies. It would seem 
that a valuable way forward in this area would be the 
development of a forum involving OBO and other ontology 
providers that could work towards a self-consistent set of 
usable ontologies. Increased involvement with the user 
community (defined here as the database managers and 
programmers who might be expected to implement 
ontologies) may also be worthwhile. 

In Question 11 we asked whether additional ontologies 
were needed to improve databases’ data representation. 
Some of the areas mentioned by responders are already the 
subject of ontology development - specifically phenotype, 
general anatomy and gene products (although the exact 
meaning of the latter response is unclear). The responses 
may reflect ignorance of what is available or dissatisfaction 
over lack of clarity or over-complexity in these areas. 

The last specific area investigated by the questionnaire 
was the use of Minimum Information (MI) standards. MI 
standards define the information that needs to be collected to 
adequately describe specific types of high throughput, 
functional genomics experiment. The original example was 
MIAME for microarray-based gene expression experiments 
[14], but numerous standards are now under development by 
various communities, many under the auspices of the MIBBI 
(Minimum Information for Biological and Biomedical 
Investigations; mibbi.sourceforge.net/ [15]) consortium. 
Relatively few of the responding databases currently 
implemented MI standards - in nearly all cases this was 
MIAME although one implements MISFISHIE (Minimum 



  

Information Specification For In Situ Hybridization and 
Immunohistochemistry Experiments) [16]. It is likely that 
the uptake of MI standards protocols will increase as they 
become available for more areas. As with all such 
computational tools, it will be important that these are easy 
to use as well as powerful. 

Finally we asked two open questions, the aim being to 
elicit opinions on the most important areas in which 
development was needed to further database interoperability. 
Many of the areas mentioned in these responses also emerge 
in the discussion above. However a theme that clearly 
emerges is the need for overarching advisory bodies that can 
help individual database managers and programmers design 
their databases optimally for data integration, recommend on 
standards, and so on. Some technical needs were also raised, 
specifically a resource providing mappings between 
equivalent IDs that would enable mapping of data from 
different databases. Another technical suggestion was the 
establishment of a “database of databases” that could be 
automatically queried to provide information on issues such 
as accessibility of web services or usage of ontologies in a 
specific database. This has been acted on through Work 
Package 7 of CASIMIR.  

III. CONCLUSIONS 
An increasing number of large projects, generating high 

volumes of functional genomics data, are being established 
in Europe to exploit the mouse as a model of human disease 
[1]. It is crucial that the best use is made of these large data 
sets. To do this, it is essential that any large project of this 
kind establishes a database which can be integrated into the 
wider mouse data network. Since its initiation in February 
2007 CASIMIR has played a significant role in catalysing 
the integration of mouse Functional Genomics and related 
data across Europe and worldwide. Many of its meetings 
and workshops have included participants from outside the 
EU, including the USA, Canada, Japan and Australia. As a 
Coordination Action, CASIMIR’s main role is to promote 
interaction and develop policy. Many of the directions the 
project, and particularly the data representation work 
package, has taken have been informed by the questionnaire 
carried out during Summer 2007 and described in this paper. 
The questionnaire was designed to investigate the current 
state of the art in European-funded projects, to identify 
strengths and weaknesses, and to drive further discussions 
under the auspices of CASIMIR, leading to a set of 
recommendations on how to facilitate the data integration 
process. Any such process should be compatible with 
developments world-wide, where in the US (through 
projects such as caBIG [17]), Japan (through a new initiative 
to integrate all RIKEN’s biological databases [18]) and 
Australia 
(http://www.ncris.dest.gov.au/capabilities/integrated_biologi
cal_systems.htm) major data integration initiatives are being 
established. 

It is clear from the questionnaire results that considerable 
progress is being made towards better integration of mouse 
data but that there are some areas where more work needs to 
be done, notably in the further development of some 
standard tools such as ontologies, minimum information 
check-lists and a database registry, but also in demonstrating 
the utility and ease-of-use of currently available tools for 
database integration. Aims for the second half of the project 
include publishing the results of these initial discussions and 
producing recommendations to the European Commission 
on how large-scale European projects should develop data 
storage solutions and the importance of bioinformatics in 
such projects. 

In recent years the “bottom-up” approach to developing 
standards through community consensus has proved to be 
the most effective way of establishing usable data standards 
and resources, such as ontologies tailor-made to the needs of 
that community. Global adoption will only happen if 
standards are easy to apply and meet the current and 
projected requirements of the community. Projects such as 
CASIMIR and the Gene Ontology can act as forums for the 
generation of community consensus and represent an 
important social integration of the resources and expertise 
within the biological community. It is hopefully through 
initiatives like this we can move to a seamless data network 
in the life sciences with all the power that will bring. 
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