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Abstract

We compare two Atrial Fibrillation (AFIB) detection

methods from surface ECG, based on RR interval variabil-

ity in a statistical framework. We obtain the histogram

of normalized RR differences for AFIB and non-AFIB

episodes using MIT-BIH Arrhythmia database. Two prob-

ability density functions (pdf) are employed to model the

histograms: Gaussian and Laplace. We then use Neyman-

Pearson (NP) detection approach to obtain criteria for

AFIB detection. The performance of the two methods is

compared using Receiver Operating Curves (ROC) over

the different databases. The result shows that the Laplace

pdf approximates the histogram of normalized RR differ-

ences better than the Gaussian pdf and leads to better

AFIB detection performance.

1. Introduction

AFIB is the most common arrhythmia in clinical prac-

tice accounting for approximately one-third of hospitaliza-

tions for cardiac rhythm disturbances [1]. It has been esti-

mated that 2.2 million people in America and 4.5 million

in the European Union have AFIB [2]. AFIB is also a very

common arrhythmia in patients who have undergone car-

diac surgery and it is estimated that almost 1 in 5 patients

admitted to an intensive care unit will develop atrial fibril-

lation [3]. Experts from the American Heart Association

recommend continuous monitoring for patients at high risk

for developing postoperative AFIB until hospital discharge

[3].

Given the importance and prevalence of AFIB, a reliable

AFIB detection algorithm is a valuable feature for ECG

monitoring devices. Such an algorithm should be able to

detect episodes of AFIB accurately and at the same time

have a low computational complexity in order to analyze

ECG signals in real time. AFIB detection algorithms usu-

ally exploit the irregularity of RR intervals and absence of

the normal P wave as the most important characteristics

of AFIB in the ECG signal. Several methods have been

reported for AFIB detection, most of them based only on

RR interval irregularity [4–7]. The irregularity measure

was obtained by simple methods like variance of selected

RR intervals [7] or more sophisticated methods such as

Markov modeling [4], Neural Networks [5] and Hidden

Markov Models [6]. Simple measures often try to capture

and quantify the randomness of RR intervals while mod-

eling approaches try to construct a model for RR irregu-

larity. Given the chaotic nature of AFIB it is unlikely to

model the exact behavior of RR irregularity during AFIB.

However the models are usually helpful in distinguishing

the RR irregularity of AFIB from that of other cardiac ar-

rhythmias.

In this paper we compare two AFIB detection methods

based on RR interval variability in a statistical framework.

The difference between consecutive RR intervals, normal-

ized by the mean of RR intervals, is considered random

variable. We use the NP detection approach [10] to obtain

criteria for AFIB detection assuming Laplace and Gaus-

sian distribution functions for the data. Since both detec-

tion criteria are sensitive to outliers, we add a constraint on

the absolute value of the RR differences and exclude those

greater than a threshold. We use three databases to evaluate

and compare the performance of these methods: MIT-BIH

Arrhythmia database [8], MIT-BIH AFIB database [8], and

an AFIB database developed in collaboration by Draeger

Medical and the Thorax center, Erasmus Medical Center

Rotterdam, The Netherlands [9]. The performance of the

two methods are compared using ROC’s over the different

databases.

2. Methods

We use the NP decision approach to detect AFIB

episodes from non-AFIB episodes. The random variable

x for the i’th heart beat is defined as xi = (RRi −
RRi−1)/RRi, where RR represents the R to R interval

and RR is the mean of RR interval obtained as follows:

RRi = 0.9 ∗ RRi−1 + 0.1 ∗ RRi.

We use the MIT-BIH Arrhythmia database as our train-
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ing set and calculate x for all the Normal beats surrounded

by two Normal beats in the database. The histogram of x
for AFIB and non-AFIB episodes are shown in Fig. 1 and

Fig. 2. Based on the histograms we assume two zero mean

pdf’s for the data: Gaussian (PG) and Laplace (PL).

PG(x) =
1√
2πσ

e−x2/2σ2

(1)

PL(x) =
1

2b
e−|x|/b (2)

The scaled representation of Gaussian and Laplace pdf’s

are shown along the histograms in Fig. 1 and Fig. 2. The

parameters σ, b and the scale values were chosen so that

the pdf’s visually fit the histograms.

The NP detection criterion for X (a sequence of x with

length N) is

L(x) =
p(X|AFIB)

p(X|NOAFIB)
=

N∏

i=1

p(xi|AFIB)

N∏

i=1

p(xi|NOAFIB)

> γ,

(3)

where γ is the detection threshold. It can be shown that

the NP detection criterion for the case of Gaussian pdf as-

sumption is reduced to the test of variance [10].

L1(x) =

N∑

i=1

x2

i > γ1 (4)

It can also be shown that the NP detector in the case of

Laplace pdf assumption is reduced to the test of absolute

deviation.

L2(x) =

N∑

i=1

|xi| > γ2 (5)

The mean of x is assumed to be zero in (4) and (5). γ1

and γ2 are the detection thresholds and related to γ and the

parameters of AFIB and non-AFIB pdf functions. These

threshold values can be obtained by choosing a value for γ
and estimating the parameters of the pdf functions or alter-

natively according to the ROC’s over different databases

as explained later.

Both variance and absolute deviation are sensitive to

outliers, which are mostly due to the measurement noise

and non-AFIB rhythms. To reduce the effect of outliers

we exclude interval differences larger than a fixed thresh-

old (|RRi −RRi−1| > β) from the calculation of the vari-

ance and absolute deviation.

3. Evaluation method

We used three databases to evaluate the performance

of the two methods explained in Sec. 2: MIT-BIH Ar-

rhythmia database [8], MIT-BIH AFIB database [8], and
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Figure 1. Histogram of the normalized RR interval dif-

ference (x) of AFIB episodes of the MIT-BIH Arrhythmia

database along with scaled Gaussian and Laplace pdf’s to

fit the Histogram.
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Figure 2. Histogram of the normalized RR interval differ-

ence (x) of non-AFIB episodes of the MIT-BIH Arrhyth-

mia database along with scaled Gaussian and Laplace pdf’s

to fit the Histogram.

Draeger Medical AFIB database [9]. The MIT databases

mostly represent paroxysmal AFIB cases while Draeger

Medical database contains chronic AFIB cases. The

beat annotations for MIT-BIH AFIB and Draeger AFIB

databases were generated by Draeger’s ECG Monitoring

Algorithm which classifies the beats as Normal or Ven-

tricular. We used reference beat annotations for MIT-BIH

Arrhythmia database provided by Physionet [8].

To measure RR intervals for MIT-BIH AFIB and

Draeger AFIB databases, digitized ECG signals were first

processed to detect the R-waves. The signals were filtered

to remove extraneous low- and high-frequency noise. Then

the leads were further filtered and rectified to emphasize R-
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waves with respect to P- and T-waves. If two leads were

available, they were combined at this stage and an adaptive

threshold was applied to determine the R-waves. The R-

waves were delineated to determine onset and offset, then

the center-of-gravity was determined to yield a robust fidu-

cial which is independent of R-wave polarity and morphol-

ogy. RR interval was simply calculated as the time differ-

ence between sequential fiducials.

Records of the three databases were divided into frames

each containing 30 heart beats. For each frame we ex-

cluded the intervals bounded by Ventricular Beats and cal-

culated the L1 and L2 criteria. We also applied the interval

constraints explained in Sec. 2 and calculated the L1 and

L2 again. The interval difference threshold β was set to

300ms. This value was selected experimentally in order to

obtain optimum performance.

We compared performance of the two methods in terms

of duration Sensitivity (SE) and duration Positive Predic-

tivity (PP ) as explained in [9]. We calculated SE and PP
for a range of values for γ1 and γ2 and plotted ROC curves

for each method with and without interval constraints. Fi-

nally we picked the threshold values that resulted in a rea-

sonable trade off between SE and PP for AFIB detection

algorithm.

4. Results

Fig. 3 shows the ROC’s corresponding to L1 and

L2 detection criteria applied to the MIT-BIH Arrhythmia

Database with and without the interval constraints. MIT-

BIH Arrhythmia Database contains a variety of rare events

other than AFIB that may involve RR interval irregularity,

therefore it is helpful to evaluate PP of AFIB detection

methods. Fig. 3 shows that AFIB detection based on L2

performs better than the one based on L1 before and af-

ter applying the interval constraint. Also the interval con-

straint improves the performance of both methods consid-

erably.

Fig. 4 and Fig. 5 show the ROC’s corresponding to L1

and L2 detection criteria applied to the MIT-BIH AFIB and

Draeger Medical AFIB Databases with and without the in-

terval constraints. These databases have a variety of parox-

ysmal and chronic AFIB cases which are helpful to eval-

uate the sensitivity of AFIB detection methods. However

the PP over these databases may not represent the real

practice statistics because they do not contain the variety

of events like those in the MIT-BIH Arrhythmia Database.

The performance of L2 is better than L1 in both cases and

the interval constraint improves the performance although

not as much as that of seen for MIT Arrhythmia database.

Table 1 shows the performance of AFIB detection meth-

ods based on L1 and L2 with interval constraints for the

three different databases used in this study. The values

of γ1 and γ2 were set to 0.016 and 0.095 respectively to

5060708090100
10

20

30

40

50

60

70

80

Sensitivity

P
o

s
it

iv
e

 P
re

d
ic

ti
v

it
y

 

 

L
1
 (Gaussian)

L
1
 with interval constraint

L
2
 (Laplace)

L
2
 with interval constraint

Figure 3. ROC’s corresponding to L1 and L2 detection

criteria applied to the MIT-BIH Arrhythmia Database with

and without the interval constraint
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Figure 4. ROC’s corresponding to L1 and L2 detection

criteria applied to the MIT-BIH AFIB Database with and

without the interval constraints

result in a reasonable trade off between SE and PP on

all databases. The corresponding points on the ROC’s are

marked with ’*’ on the figures.

5. Discussion and conclusions

The results showed that AFIB detection based on L2 re-

sulted in a better performance than the one based on L1.

This could be explained by better fitness of the Laplace

pdf to the data during AFIB episodes (see Fig.1). Also

despite the simplicity of the proposed detection methods,

the performance is comparable to more complex methods

(SE=%94, PP=%86, for MIT AFIB database [4]).

However the databases used in this study are not repre-

sentative of the patient population as a whole. Each of the
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Figure 5. ROC’s corresponding to L1 and L2 detection

criteria applied to the Draeger Med. AFIB Database with

and without the interval constraints

L1 (Gaussian) with L2 (Laplace) with

interval constraint interval constraint

SE PP SE PP

MIT Arr. DB %90 %70 %92 %73

MIT AFIB DB %88 %84 %89 %87

Drager AFIB DB %86 %90 %87 %94

Table 1. Performance of AFIB detection methods

databases has a different emphasis and represents a spe-

cific group of patients. Nevertheless the performance of

the methods against the three databases provide a great in-

sight about the performance in different situations.

The threshold values γ1 and γ2 are chosen to obtain a

reasonable trade off between SE and PP over the three

databases simultaneously. The corresponding points on

the ROC’s are close to the corner for all databases which

shows the detection methods are not biased to the training

dataset. We note that it is not possible to determine one

optimum threshold value and different clinical situations

may require more sensitivity or less false alarms.

The results presented in this work are based on applying

AFIB detection methods on frames of ECG signal contain-

ing 30 heart beats and there is no overlap between frames.

Therefore the boundaries of the AFIB episodes can not be

accurately determined. This may have a negative effect in

the performance statistics but it is not significant in clinical

practice. This error has a larger impact on the performance

statistics of the MIT-BIH Arrhythmia database which has

many AFIB episodes shorter than 10 seconds.

AFIB detection methods that are only based on RR ir-
regularity have certain limitations. There are other rhythms

that involve RR irregularities which may trigger these

AFIB detection methods. We excluded Ventricular beats

and added constraints on the RR intervals that were fed to

the detection methods to decrease the number of false de-

tections, however these constraints eliminated only part of

the false detections.
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