
  

  

 

Abstract—The presence of non-coherent blood speckle 

patterns makes the assessment of lumen size in intravascular 

ultrasound (IVUS) images a challenging problem, especially 

for images acquired with recent high frequency transducers. 

In this paper, we present a robust three-dimensional (3D) 

feature extraction algorithm based on the expansion of IVUS 

cross-sectional images and pullback directions onto an 

orthonormal complex brushlet basis. Several features are 

selected from the projections of low-frequency 3D brushlet 

coefficients. These representations are used as inputs to a 

neural network that is trained to classify blood maps on IVUS 

images. We evaluated the algorithm performance using 

repeated randomized experiments on sub-samples to validate 

the quantification of the blood maps when compared to expert 

manual tracings of 258 frames collected from three patients. 

Our results demonstrate that the proposed features extracted 

in the brushlet domain capture well the non-coherent 

structures of blood speckle, enabling identification of blood 

pools and enhancement of the lumen area.  

I. INTRODUCTION 

NTRAVASCULAR ultrasound (IVUS) is used clinically 

as a supplemental imaging modality to angiography in 

catheterization procedures, angioplasty or stent implantation, to 

screen the extent of atherosclerosis disease. Angiography 

provides a two-dimensional (2D) representation of 3D 

structures and depicts the sites of occlusions, while IVUS 

provides pathological as well as geometrical information about 

atherosclerotic plaques. During an interventional clinical 

procedure involving IVUS, hundreds of IVUS frames are 

acquired throughout each pullback within a coronary artery. 

Accurate information about lumen as well as arterial cross-
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sectional areas or isolation of plaques prior to tissue 

characterization requires a differentiation between blood and 

non-blood regions. This problem has motivated researchers to 

develop various techniques such as a 2D graph search in the 

Cartesian domain using 30 MHz transducer [1], 2D [2] and 3D 

[3] deformable models in the Cartesian domain using a 30 MHz 

transducer, 3D probability density functions (PDF)-based fast 

marching algorithm in the polar domain using a 20 MHz 

transducer [4], and a 2D statistical shape model-based approach 

in the polar domain using both 20 MHz and 40 MHz 

transducers [5].  

Recently, high-frequency IVUS transducers such as the 

Volcano’s (Rancho Cordova, CA) single-element mechanically 

rotating 45 MHz transducer were designed to provide grayscale 

images with improved spatial resolution. However, this makes 

the lumen border detection problem more challenging due to 

high scattering levels of blood speckle inside the lumen. In 

addition, intrinsic challenges associated with IVUS data such as 

the presence calcified plaques, bifurcations, guide wires, and 

more importantly motion of the catheter as well as the heart 

make existing algorithms only partially successful in clinical 

applications. As an alternative approach, several research teams 

have strived to detect blood regions or reduce blood noise effects 

in IVUS images, which could potentially be utilized as a pre-

processing step for the detection of true lumen borders [6, 7]. 

The authors in [8] also presented a 3D supervised classification 

approach (one-class support vector machine) using three spatial, 

one temporal and three frequency-based features. They deployed 

three in-vivo datasets collected on swine using a 40MHz 

transducer, trained the classifier on thirty frames, and evaluated 

the algorithm for each dataset independently. The overall 

classification performance was reported as (97%, 82.3%, 2.8%) 

and (95.3%, 100%, 4%) for (sensitivity, specificity, support 

vector fraction) performance measures, on the two datasets. 

They further concluded that the highest performance was 

achieved using features dedicated to speckle.  

In this paper, we present a framework for 3D feature 

extraction that expands IVUS volumes onto orthonormal 

directional brushlet basis functions. We select the 3D low-

frequency complex brushlet coefficients to train a neural 

network to generate blood map images. We performed several 

experiments to identify the most informative features. Section 2 

describes the data collection procedure. In section 3, we review 

brushlet analysis, feature extraction and specific classification 

methodologies. Experimental results and quantification analysis 

are provided in Section 4. Finally, we summarize and draw 

some conclusions on the study in Section 5. 
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II. IN-VIVO DATA COLLECTION 

We collected IVUS grayscale images using a single-element 

mechanically rotating 45 MHz Revolution™ transducer and a 

s5™ imaging system manufactured by Volcano Corporation 

(Rancho Cordova, CA, USA). The catheter was advanced on 

top of a guide wire from the femoral artery toward the site of 

coronary arterial occlusion (i.e. right coronary artery (RCA), left 

anterior descending (LAD) artery, or left circumflex (LCX) 

artery) via the aorta. During image acquisition, the catheter was 

pulled back from distal to proximal locations with a speed of 

0.5mm/sec or 1.0mm/sec, acquiring 30 frames/sec. The original 

images, acquired in polar coordinates (as illustrated in Figure 

1), are then mapped to Cartesian coordinates to construct typical 

IVUS images. 

III. METHODS 

Unlike IVUS images acquired with 20 MHz 64-element 

transducers, the 2D detection of the lumen contour can be 

extremely challenging in IVUS images acquired with 45 MHz 

transducers. Therefore, interventional radiologists typically go 

back and forth over consecutive frames to be able to visually 

locate the lumen contour on a single frame. By doing so, blood 

speckle and plaques embody respectively random and coherent 

spatial patterns, suggesting that 3D processing may be required 

to differentiate these elements. This motivated us to develop a 

3D brushlet classification algorithm to differentiate between 

blood speckle and non-blood regions in IVUS images. 

A. Brushlet Analysis 

Brushlet basis were first introduced in [9], as a family of 

steerable functions, that provide projected coefficients 

associated with particular brushstrokes (of specific sizes and 

orientations) yielding the characterization of textural features 

with distinct directions corresponding to specific brushlet 

functions. The functions divide the real axis into subintervals 
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the orthogonality property.  The complex orthonormal basis 
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Given any one-dimensional signal f in ( )2
L R , its Fourier 

transform f̂  can be projected onto the brushlet basis as: 

     ( ), ,
ˆ ˆ 3

n j n j

n j

f f u=∑∑  

where 
,

ˆ
n j

f are the brushlet coefficients. It has been shown that 

the projected of f̂  onto the brushlet basis can be implemented 

in an efficient fashion using a folding technique and fast Fourier 

transform (FFT) [10]. In this work, we projected 3D IVUS 

volumes in polar coordinates with brushlet overcomplete 

expansion [11]. Figures 1(a) and (b) illustrate a single IVUS 

slice in both Cartesian and polar coordinates and its 

corresponding brushlet coefficients, along a single orientation. 

Binary masks based on manually traced vessel wall and lumen 

contours by an expert, are also illustrate in this figure. 

B. Feature Extraction 

One of the main advantages of a brushlet expansion is that 

one can select features along specific directions. This can be 

reliably performed by tilling the Fourier domain into quadrants 

(sub-cubes), each representing a specific size and orientation of 

a “brushstroke.” In order to train and then use a classifier to 

extract the blood regions on IVUS images, we built a vector of 

features, combining image information, via brushlet expansion, 

and geometric constraints. First, for each quadrant of brushlet 

coefficients, we combined redundant coefficient value 

information:  

Fig. 1. IVUS frame in Cartesian (a) and polar  (b)  coordinates.  Binary  blood  (c)  and plaque  (d)  maps  generated from manual  tracing by an expert.  The radial (c) and 

angular (d) distances are illustrated in red. Real part (e), imaginary part (f), magnitude (g) and phase (h) of brushlet coefficients computed on the radial image (b) along a 

single  orientation.  
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(1) magnitude values, which are typically used in spectral-

based tissue characterization algorithms [12-14], (2) phase 

values, (3) real and (4) imaginary values.  

Indeed, in preliminary experiments, we observed significant 

improvement of the classifier performance when using 

redundant coefficient information versus only (real, imaginary) 

or (magnitude, phase) information.  

Geometric constraints were defined using two distance maps: 

a radial distance map, with respect to the transducer surface, 

computed in polar coordinates (to encode the fact that the blood 

pool is close to the transducer), and a direct map of individual 

pixel locations, to encode geometric information in the feature 

vector, which is built via an arbitrary rasterization of the IVUS 

data. These two geometric constraints are illustrated in Figure 1.  

C. Classification 

Feature vectors are used as the input of a neural network 

classifier. More specifically, we employed a Multi Layer 

Perceptron (MLP) [16], which was trained using Back 

Propagation (BP) algorithm with adaptive learning rate. The 

specifications of the MLP design are further explained in the 

next section. 

IV. EXPERIMENTAL RESULTS 

We deployed 258 IVUS frames in pullbacks data collected 

from three patients, consisting of small, medium and large 

blood pools to accommodate for diversity within patients. For 

each pullback, the volumetric IVUS data was partitioned into 

sub-volumes of size ( )512 512 8× × . An overcomplete expansion 

was performed through tiling of the Fourier domain into four, 

four and two sub-cubes in x, y and pullback direction that 

provided adequate spatial-temporal resolution. We only 

preserved the [2×2×2] low-frequency redundant coefficients, 

leading to a total of N=32 coefficients-based features. Finally, 

by including the two geometric features, we constructed our 

feature vector with N=34 features. For the sake of simplicity and 

to enable a fair comparison, we used, in our initial experiments, 

an MLP topology as previously employed in IVUS related 

studies for lumen border detection [2] and catheter motion 

compensation [15]. The MLP had one hidden layer and one 

neuron as output with linear activation functions. The network 

goal, adaptive learning rate, and maximum number of iterations 

set to 0.001, 0.01, and 5000 epochs, respectively. For each 

experiment, the training set was constructed with random 

selection of 2/3 of the dataset (172 frames) and the remaining 

1/3 (86 frames) were used for testing. For this purpose, binary 

masks for blood and non-blood regions in each frame were 

generated using manually traced lumen borders by an expert, as 

illustrated in Figure 1(b) and (c). 

First, we repeated the experiments with different numbers of 

neurons in the hidden layer (20 experiments for each) to find out 

the optimal setting. In order to evaluate the classification 

accuracy, the correct classification (CC) and segmentation (S) 

rates were defined as (TN+TP)/(TN+TP+FP+FN) and 

(TP)/(TP+FP+FN), respectively, where TP, TN, FP, and FN 

correspond to true positive, true negative, false positive, and 

false negative rates. We computed the S value, in addition to 

traditional CC rate, for fair representation of classification 

results since the lumen embodied small area compared to the 

whole IVUS image, causing large TN rates. The sensitivity (SE) 

and specificity (SP) rates were also defined as TP/(TP+FN) and 

TN/(TN+FP), respectively. Table 1 summarizes the results and 

demonstrates that a hidden layer with more than 15 neurons 

does not alter the results significantly. The best performance 

was achieved when both geometric features were used, 

confirming the influence of such features. We constructed blood 

maps using the output of linear activation functions and 

represented the least (blue) as well as the most (red) probable 

blood regions in color jet spectrum. Figure 2 illustrates a blood 

map generated by the neural network and corresponding to a 

relatively small vessel. The constructed blood map provided fair 

representation of the lumen cavity, confirming that the extracted 

features were sufficiently reliable.  

Although blood maps offer necessary information on blood 

regions they are not sufficient for detection of the lumen border, 

which is a priority for any blood detection algorithm. For this 

purpose, we used the output of the linear activation function in 

the last neuron layer of the neural network and constructed  8-

bit grayscale images by mapping these values from the range of 

[0,1] onto [0,255], linearly. Subsequently, we used thresholding 

followed by edge detection to delineate the lumen border. 

Although the value of 0.5 (128 in grayscale) seemed to be the 

appropriate threshold, we experimented with several values to 

validate this setting. Results are listed in Table 2. Given a 

threshold value of 0.5, the classifier slightly overestimated the 

blood region compared with a threshold value of 0.45. This can 

be due to the non-linear behavior of the neural network or 

insufficiency of our current training dataset. 

Table 1. Classification results using neural networks with different topologies: N-M-1; N and M are the number of neurons in the input and hidden layers, respectively. Also shown are 

results using different numbers of features.  Correct classification (CC) rate, sensitivity (SE), specificity (SP) and correct segmentation (S) rate are reported. The better results are  

highlighted in yellow. The best performance was achieved using 34 features (N) and network topology of N-34-1 (green). 

Neural Network  

Topology (N-M-1) 
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V. DISCUSSION AND CONCLUSION 

In this paper we presented a 3D blood detection algorithm on 

IVUS images acquired with a 45MHz single element 

Revolution™ (Volcano Corporation) transducer. We expanded 

IVUS volumes onto brushlet basis functions in an overcomplete 

fashion. We extracted brushlet-based features from quadrants 

corresponding to low frequency components, combined them 

with geometric features and used a neural network as a 

classifier. The reconstructed blood maps were compared to 

blood pools quantified with manually traced lumen borders, 

confirming that the proposed features were sufficiently 

representative of blood speckle appearance and localization. We 

also extracted the lumen border based on reconstructed 

grayscale images masked with the output of the neural network. 

We plan to combine the proposed features along with contrast, 

homogeneity information to achieve more robust results. We 

also plan to train the classifier using a more diverse dataset and 

deploy a support vector machine (SVM) classifier as an 

alternative to neural network. 
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Fig. 2. Generated blood map (left), superimposed blood  map  on  original  grayscale  IVUS  image  (middle) with manually traced  lumen  border  (yellow), and 

automated detected lumen border (red) by thresholding output values of a neural network.  

 

Table 2. Classification results and comparison between manual and optimal automated lumen border, generated from a thresholded blood map with an optimized 

threshold value through linear regression analysis and computation of Tanimoto Coefficients (η). The best performance was achieved using threshold value of 0.45 

(green).  
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