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 Abstract – Individuals with certain sleep disorders 

(e.g. narcolepsy) are subject to uncontrollable sleep 

episodes accompanied by cataplexy and thus these 

patients are more vulnerable to household and 

occupational accidents. Currently, narcolepsy has no 

cure, and this research pursues developing a portable 

medical device to assist in narcolepsy treatment through 

providing diagnosis, real-time detection and logging of 

narcolepsy episodes. 

I. INTRODUCTION 

Narcolepsy is a form of sleep disorders characterized by 

uncontrollable recurring episodes of excessive daytime 

sleepiness (EDS). An episode can last for a few minutes up 

to an hour, and is accompanied by rapid eye movement sleep 

(REM); other narcolepsy symptoms are also listed in [1-2]. 

Not only these symptoms prevent an individual from 

practicing normal and productive life efficiently, but also 

make the narcolepsy patient more liable to risks of accidents 

during daily chores and activities. An undiagnosed patient 

will eventually suffer social, educational, financial 

difficulties [2-11] as well as depression [9]. 

  Automated sleep monitoring and classification 

techniques are being developed to improve diagnostic and 

therapeutic procedures for individuals suffering from sleep 

disorders. There is no present cure for narcolepsy [10], but 

behavioral and medical therapies can be used to control 

some symptoms. Treating sleep disorders requires real-time 

monitoring and analysis of sleep states [3] [13]. The 

conventional sleep classification process uses manual visual 

scoring of a polysomnogram which consists of 8 

electroencephalogram (EEG) channels (O1, O2, T3, T4, C3, 

C4, Fpl, and Fp2 based on the 10-20 electrode placement 

system), one electro-oculogram (EOG) channel, and a single 

electromyogram (EMG) [13-14]. The EEG represents the 

evoked potentials generated due to encephalon activities 

which indicates cerebrum awakening and sleep depth [16].  

The EMG records the electrical activity of the muscles 

which decreases during sleep, and finally, the EOG 

represents the electrical activity caused by eyeball 

movement. 

 The risks imposed on narcoleptic individuals and the 

inconvenient clinical diagnosis procedures motivated the 

need for developing and improving the diagnosis and 

detection procedures. A portable implementation of the 

diagnosis techniques will unburden the patient from the 

inconvenient time-consuming clinical recording sessions in 

an unfamiliar environment which can adversely influence 

the diagnostic utility of the tests [2]. Achieving portability 

requires the reduction of the number recorded signals which 

will also simplify the sleep recording and classification 

procedures. 

 The focus of this research activity is developing a 

portable device to assist in the treatment of narcolepsy 

patients through providing real-time monitoring and 

detection of narcolepsy episodes. Several sleep classification 

and staging algorithms were investigated and developed in 

MIAMI group, University of Waterloo in collaboration with 

the Division of Respirology, Schulich School of Medicine 

and Dentistry at the University of Western Ontario [2]. The 

performance of different sleep classification algorithms is 

evaluated according to the classifier accuracy. Furthermore, 

the algorithms need to be optimized to minimize execution 

time and code size in order to run efficiently on low power 

portable processing platforms with limited resources. 

  This paper introduces a prototype of a portable 

medical assistive device that executes a high accuracy (96%) 

real-time narcolepsy detection algorithm based on support-

vector-machine classifier. The device also logs the 

narcolepsy episodes to provide objective data to the treating 

physician that is required for improving the medical 

treatment and drug administration. 

II. NARCOLEPSY DETECTION 

A. Narcolepsy Diagnosis and Sleep Staging 

 Narcolepsy symptoms are common with several other 

disorders; therefore they cannot exclusively be used to 

diagnose narcolepsy. The detection of sleep episodes is 

based on sleep staging and classification information elicited 

from the EEG spectrum.  In the case of a normal sleep, the 

EEG spectrum starts with a sequence of four Non-rapid Eye 

Movement (NREM) stages followed by rapid eye movement 

(REM) sleep which is deep and accompanied by dreaming. 

The first four stages (NREM sleep) progress from short light 

to deeper episodes. At the end of stage 4, REM sleep 

commences and a typical eight-hour sleep encompasses four 

or five sleep cycles following the same pattern. On the 

other hand, a narcoleptic spectrum would exhibit the 
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occurrence of REM sleep stage right after falling asleep 

(stage 1), rather than being the last stage of the sleep cycle. 

This characteristic is adopted for developing the automated 

narcolepsy detection algorithms [2]. 

B. Feature extraction and Automated Sleep 

Classification 

Feature extraction algorithm elicits four features from the 

EEG signal, each representing a frequency band within the 

EEG spectrum: delta (0-4Hz), theta (4-8Hz), alpha (8-12Hz) 

and beta (12-16Hz). Samples are grouped into epochs of 30 

seconds, and each epoch is processed separately to extract its 

features. A sample EEG recording for 60 epochs is shown in 

Fig.  1 and the corresponding values of the extracted features 

are plotted in Fig.  2. The feature extraction algorithm is 

based on Daubechies-2 wavelet transformation with four 

resolution levels to provide the required features. Wavelet 

transform provides information in both short and long 

sampling time intervals and thus taking transient information 

in consideration, unlike Fast Fourier transform (FFT) which 

estimates the average of the signal while discarding 

transients [2]. 

 Several sleep staging algorithms based on different 

classification techniques including: Learning Vector 

Quantization (LVQ), Probabilistic Neural Network (PNN) 

and Feed-forward Neural Network (FF-NN) were evaluated 

and discussed in [2]. The SVM-based classifier implemented 

in the prototype presented in this paper provided the highest 

classification accuracy of 96%. 

C. Support Vector Machine (SVM) 

Support vector machine (Fig.  3) is a binary classification 

algorithm. Given a set of training data points labeled as 

positive or negative (belonging or not belonging to a class), 

it searches for two parallel hyper planes with maximum 

separation (margin) between members of the two sets. The 

decision boundary between the two classes is the parallel 

plane bisecting the margin. After this training phase, each 

new data point is classified according to its position relative 

to the decision boundary in the testing phase. The SVM used 

in the prototype is based on the Newton-SVM which is 

capable of handling a large training dataset accurately 

producing a decision boundary in a short processing time 

[17]. 

D. Validation 

The classification accuracy of the SVM based classifier was 

evaluated by applying Jack-Knifing cross validation 

statistical technique. This iterative process recruits one data 

sample at a time for testing which makes it suitable for 

limited data problems. The classifier is tested with 60 epochs 

of data that were manually scored by a physician yielding an 

accuracy of 96%. The same test was applied on different 

classifiers in [2] and SVM proves to achieve the highest 

classification accuracy as shown in Table I. 

 

 

Fig.  1. EEG spectrum for 60 epochs (1800 seconds) 

 

Fig.  2. Values of the Alpha, Beta, Theta and Delta frequency components 

for the 60 epochs 

 

 

Fig.  3. Support vector machine 

 
TABLE I 

CLASSIFICATION SUMMARY 

Classifier Classification Accuracy 

LVQ 70% 

PNN 79% 

FF-NN 85% 

SVM 96% 

 

 

III. PORTABLE NARCOLEPSY ASSISTIVE DEVICE 

A. Problem Formulation and Proposed Solution 

As mentioned previously, narcoleptic individuals are more 

prone to occupational and household accidents, imposed by 

the symptoms that accompany narcolepsy episodes. The 

proposed prototype is a portable device that monitors the 
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EEG spectrum in real-time and executes sleep narcolepsy 

detection algorithms. This device has the potential to secure 

the safety of the patient while practicing daily chores, 

through alerting the patient and companions by an audible 

alarm when a narcolepsy episode is imminent. Moreover, the 

device serves as a data logger recording the occurrence of 

the episodes to provide objective information for the treating 

physician. 

B. Device Hardware 

The prototype is optimized to achieve satisfactory 

performance while maintaining low power consumption. 

The AR-B1831 single-board-computer (Accroser 

Technology Co. Ltd., Cypress, California) with an Intel 

Pentium-M processor (Fig.  4) is chosen for prototyping. 

This system satisfies the computational power required for 

executing the algorithms which was challenging for previous 

prototypes. It also supports ACPI (Advanced Configuration 

and Power Interface) allowing further reduction of power 

consumption. The device board measures 16 cm x 12 cm, 

and an onboard flash memory stores the operating system 

and developed application. 

 The block diagram in Fig.  5 shows the main hardware 

components; differential EEG recording of C3-A2 channels 

provides the EEG source signal which is filtered and 

amplified using in-house high gain amplifier and fed in to 

the analogue input of the SBC. The system also houses an 

alarm buzzer to issue an audible alert when a narcolepsy 

episode is detected. Additional peripherals were added to 

facilitate the device usage by the physician. The PC interface 

allows training the device using previously recorded 

manually scored sessions. Also, it allows downloading the 

narcolepsy episodes log. 

C. Device Software 

The software running on the device exploits available 

hardware resources and peripherals for data acquisition, 

feature extraction and execution of the developed narcolepsy 

detection algorithm. Also it handles the PC and patient 

interfaces for providing access to the physician (training and 

downloading logs) and issuing alarms when necessary. The 

software operates in two modes: Training and Testing as 

shown in Fig.  6. 

 

 

Fig.  4. Single board computer board 

 

 

 

 

Training Mode 

 

This mode is activated when the device is connected to a PC. 

In training mode the physician is allowed to send the EEG 

samples captured during a recording session grouped in 

epochs of thirty seconds. Each epoch is associated with a 

manually scored label identifying its sleep stage. The 

device receives each epoch and applies the feature extraction 
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Fig.  5. System block diagram 
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technique discussed in section B. With all features and labels 

ready, the SVM training algorithm is invoked and a decision 

boundary is constructed. The boundary is stored and then the 

device is ready to run in testing mode. 

 

Testing Mode 

 

As for the testing mode, it is activated after decision 

boundary is saved and the device is disconnected from the 

PC. The device uses the analogue input channel to receive 

EEG stream which is then divided into thirty seconds 

epochs. Each epoch is processed individually to extract the 

features which are then passed to the sleep classifier to 

detect narcolepsy episodes. In case of a positively detecting 

an episode an audible alarm is issued and the narcolepsy 

episodes log is updated. The log is downloadable when the 

physician reconnects to the device. 

IV. CONCLUSION 

In this paper a portable real-time narcolepsy detection device 

prototype was introduced. This prototype can be used for 

diagnosis and assist in therapeutic procedures. The detection 

algorithm employs a support vector machine (SVM) 

classifier which exhibited the highest classification accuracy 

(96%) compared to other techniques previously developed. 

The device responds to the occurrence of narcolepsy 

episodes by alerting the patient and logging the event time. 
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