
  

 
Abstract— Neural activity is very important source for data 

mining and can be used as a control signal for brain–computer 

interfaces (BCIs). Particularly, Magnetic signals of neurons are 
enriched with information about the movement of different 
part of the body such as wrist movement.  In this paper, we use 
MEG (Magneto encephalography) signals of two subjects 
recorded during wrist movement task in four directions. Data 
were prepared for BCI competition 2008 for multiclass 
classification. Our approach for this classification problem 
consists of PCA as a noise reduction method, ULDA for feature 
reduction and various linear classifiers such as Bayesian, KNN 
and SVM. Final results (58%-62% for subject 1 and 36%-40% 
for subject 2) prove that the suggested method shows better 
performance compared with other methods. 
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INTRODUCTION 
A brain–computer interface (BCI) can be used to control 

applications based on signals measured, invasively or 
noninvasively, from the human and animal brain. BCIs can 
thus, e.g. help severely motor-disabled persons to obtain 
some motor control and ability to communicate [1]. A 
prominent approach to BCIs uses a supervised training phase 
where brain signals or movement imagery are recorded and a 
classifier is trained to separate different classes, e.g. left, 
right, up or downward wrist movement [2]. Success requires 
the effective interaction of two adaptive controllers: the 
user’s brain, which produces brain activity that encodes 
intent, and the BCI system, which translates that activity into 
device control commands [3]. Indeed, BCIs have been 
primarily conceived as a potential new therapy to restore motor 
control in severely disabled patients [4].  
BCI Competitions are organized in order to foster the 
development of improved BCI technology by providing an 
unbiased validation of a variety of data analysis techniques. 
In each competition a variety of data sets was made available 
in a documented format via internet. Each data set is a record 
of brain signals from BCI experiments of leading 
laboratories in BCI technology that split into two parts: one 
part of labeled data (‘training set’) and another part of 
unlabeled data (‘test set’). Researchers throughout the world 
can present their methods to the training data and submit the 
output of their innovated algorithms for the test data. The 
true labels of the test data were kept secret until deadline, 
were used to evaluate the submissions. This procedure 
guarantees that the assessment of performance is not biased 
by over fitting the selection of methods and the choice of 
their parameters to the data. For the first time, in BCI 

competition 2008, MEG (Magneto encephalography) signal 
recorded during wrist movement task has been presented. In  
this paper, we explain a method for classification of MEG 
wrist movement signals. In the following sections, the 
characteristics of data set and different stages of 
classification procedure are explained. Finally, we present 
experimental results demonstrating the capabilities of our 
approach and comparing its effectiveness with the winner of 
BCI 2008. 
 

I. DATA 
We have used the data sets 3 on the BCI competition 2008 

web site. The data set contains directionally modulated low-
frequency MEG activity that was recorded while two right 
handed subjects performed wrist movements in four 
different directions. The task was to move a joystick from a 
center position toward one of four targets located radially at 
90° intervals (four-class center-out paradigm) using 
exclusively the right hand and wrist. Movement amplitude 
was 4.5 cm. 

In each trial, the target was self-chosen by the subject. 
Targets were arranged in the form of a rhombus in the 
horizontal plane with corners pointing left, right, away from 
and toward the subject's body. For each subject, there are 
only 10 channels of MEG signals (filtered to 0.5-100Hz, 
400Hz sampling rate), which are mostly chosen from left 
side of the brain, and 40 trails for each class as the training 
set. In one trail, visual trigger signals were presented on a 
screen to start a trial or to indicate possible time violations 
and the subject was asked to move a joystick to a self desired 
direction. Signals consist of samples from 0.4sec before to 
0.6sec after the movement. For classification, all the 
channels and time samples are used [13]. 

 

II.  METHODOLOGY 
There are different stages in all procedures for 

classification such as feature extraction and training stage. 
However, most of the time, extracted features require special 
selection or reduction in dimension to maximize the 
discrimination between classes. First, two feature groups 
were chosen during feature selection. All the selected 
features are gathered in a unique matrix called feature 
matrix. Remaining procedure is performed on the this 
matrix. Because of high dimensionality, it is necessary to 
reduce the dimension. Besides the Dimension reduction, 
10% of principle components are thrown out to eliminate 
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noise effects. Our method can be simply explained in a chart 
(Fig. 1): 

 
 

Fig. 1. Chart of the proposed method 
In the following subsections, different parts of this diagram 
are stated. 

A. Feature Selection  
In MEG signal processing, researchers mostly used 

frequency features such as power spectra of famous bands 
like Gamma [1], [8]. However we were eager to find new 
features which are more prominent. Many features, listed in 
a table below, are extracted among various types. 

TABLE I 
LIST OF FEATURES 

type Features 
time mean, variance, form factor 
frequency Power spectra in δ, α, β, θ, γ bands, DCT, DST,  

time-frequency wavelet 

entropy shannon, renyi 
parametric AR coefficients: 4,8,12,16  

 
 For selecting the most significant features, a classifier-

based feature selection algorithm has been used. The training 
set is divided to two different set: 1) train-train (2/3 of 
training set), 2) train-test (the remaining). After feature 
extraction, feature matrix is normalized in order to have 
different features in a same range. Features from different 
types are in different ranges so normalization is really 
essential to transfer the most information to classifier. 
Simply, linear SVM classifier was trained by the train-train 
data and then used for classifying the train-test data. Features 
with best classification accuracy were selected.  According 
to this kind of selection two groups of features show more 
performance in classification: 

1- Wavelet coefficients (db8): Each signal is divided in 
to two parts wavelet decomposition in: 1) 
Approximation consisting of a part of a signal with 
low frequency. 2) Details consisting of the other part 
with high frequency. As a feature in this work, 
approximation part is used because neural activates of 
movements occurred in low frequencies significantly. 

2- Form factor: Form factor can be defined as the       
equation below: 

 
Using all of these two feature groups, can enhance the 

classification accuracy. 

B. Feature Reduction  
In this stage, although features with most accuracy are 

chosen but still the accuracy is too low to justify about the 
performance of the algorithm. Looking at the feature space, 
we can conclude that samples of different classes are located 
randomly (Fig.2) and also the quantity of dimension of 
features are too high. Consequently, a supervised technique 
should be added to extend the separability between classes 
and also reduce the dimension of features. A commonly used 
feature reduction technique is LDA [6]. LDA searches for a 
linear transformation (A) to transfer the features of each 
sample (xi) to a new space where the data points (yi) of 
different classes are far from each other while requiring data 
points of the same class to be close to each other.  ݕ௜ =  ௜                                                                        (1)ݔܣ

LDA considers maximizing the following criterion: A = maxA ୲୰(ATSౘA)୲୰(ATS౪A)                                                       (2) 

where, Sb is the “between classes scatter matrix”. Sw can be 
defined as the “within classes scatter matrix”. The 
summation of these two matrices gives us St as the total 
scattering matrix. The definitions of the scatter matrices are: Sୠ = ∑ m୩൫μ(୩) − μ൯ୡ୩ୀଵ ൫μ(୩) − μ൯T

                           (3) S୵ = ∑ (∑ (x୧(୩) − μ(୩))(x୧(୩) − μ(୩))T୫ౡ୧ୀଵୡ୩ୀଵ                 (4) S୲ = S୵ + Sୠ =  ∑ (x୧ − μ)(x୧ − μ)T୫୧ୀଵ                        (5) 
where, c is the number of classes, mk is the number of 
samples in k-th class, μ is the total sample mean vector, μ(k) is 
the average vector of the k-th class, xi

(k) is the i-th sample in 
the k-th class and tr() denotes matrix trace. The optimization 
problem in Eq. (2) is equivalent to find the eigenvectors of 
following generalized eigen-problem associated with 
maximum eigen values:                        

    ܵ௕ܽ =  ௧ܽ                                                                (6)ܵߣ
where, a is the columns of A. Since the rank of Sb is 
bounded by c−1, there are at most c−1 eigenvectors 
corresponding to non-zero eigen values [10]. To get a stable 
solution of the above generalized eigen vector, St is required 
to be nonsingular which is clearly not true when the number 
of features are larger than the number of samples. In the past 
few decades, various approaches have been proposed to 
solve this problem. For instance, some additional 
preprocessing steps (e.g., PCA, SVD) are required to 
guarantee the non-singularity of scatter matrices. Some 
popular methods for the first stage include Principle 
Component Analysis (PCA) [7] or (SVD) [9]. In this work, a 
method based on SVD is used to avoid singularity. Our 
approach in this stage can be found in [11], [12].   

Extracting wavelet coefficients and 
form factor as the chosen features

Normalization

feature reduction by ULDA method and noise reduction (omtting 
10% of PCA component) . Singularity is solved by SVD method

training using 
SVD,KNN, Linear

classifying the test set
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Fig. 2. Separability of the feature matrix before (a) and after (b) feature 
reduction by LDA. In (a), we have just shown the three first dimensions. 
After using LDA, dimension is reduced to c-1 (here as there are 4 class, 
dimension reduced to 3). 
 
Let:   ݔҧ௜ = ௜ݔ −  (7)                                                                      , ߤ
 തܺ௞  = , · · ·, ҧଵ(௞)ݔ ൣ  ҧ௠ೖ(௞)൧,                                               (8)  തܺݔ  =  ൣ തܺ(ଵ) ,· · · , തܺ(௖)൧,                                                      (9) 
consequently, Sb and St can be expressed as: ܵ௧ = തܺ ത்ܺ,          ܵ௕ = തܹܺ ത்ܺ,                                       (10) 

 ܹ = ൦ܹ(ଵ) 00 ܹ(ଶ) ⋯ 00⋮ ⋱ ⋮0      0 ⋯ ܹ(௖)൪  
where W(k) is a mk×mk matrix with all the elements equal to 
1/mk. Substituting Eq.(10) in Eq.(6), we can obtained a new 
form for the criterion: തܹܺ ത்ܺܽ = ߣ തܺ ത்ܺܽ                                                       (11) 

Suppose that we have the SVD of തܺ =  so we can ,்ܸߑܷ
obtain: ்ܷܷܽߑ்ܸܹܸߑ = ்ܾܸܹܸ ்ܷܽߑ்ܸܸߑܷߣ  = ܾ   ,ܾߣ =  (12)                                           ்ܷܽߑ

According to Eq. (12), b is the eigen vector of ்ܸܹܸ. As 
a conclusion, finding the solution of the optimization can be 
summarized in following words: 

1- Finding the SVD of തܺ =  .்ܸߑܷ
2- Finding b as the eigen vectors of ்ܸܹܸ. 
3- Choosing one of the solutions for a like ܽ  .ଵܾିߑܷ=

    Some considerations should be noted for each part. First 
of all, in software implementation, the zero eigen values and 
their eigen vectors in SVD should be omitted. In this work, 
90% of eigen values of Σ, are used to reduce the noise effect. 
This is exactly the same as using 90% of PCA component of തܺ when all the zero eigen values are omitted. In calculation 
of matrix b, zero eigen vectors are also betaken. This kind of 
transformation is expected to separate classes linearly in new 
space (Fig.2). 

C.  Classifiers 
Classification consists of estimating a qualitative variable 

“the class label” using a set of other variables. Numerous 
algorithms have been proposed in order to achieve data 
classification and to improve its efficiency. We used three 
different classifiers (SVM, KNN, and Bayesian based on 
Euclidean distance). SVM is used in many papers as an 
efficient classifier which results in one of the most accurate 
classification. Bayesian, according to its definition gives us a 

sense about the classification error so it can be used as an 
error criterion. A variation of KNN density estimation 
technique results in a suboptimal, yet popular in practice, 
nonlinear classifier [14]. So By these three classifiers, we 
can evaluate the efficiency of the feature space according to 
nonlinearity and optimality. 

III. RESULTS & DISCUSSION 
To validate the presented algorithm, two kinds of 

validation are used: 1) Hold-out Cross-Validation and 2) 
Leave-One-Out (LOO). In Hold-out the train set is divided 
into two part: train-train set (2/3 of train set) and train-test 
set (the rest of the train set). Then classifier is trained by 
train-train set and labels the train-test set. Choosing different 
samples to form the train-train would change the accuracy of 
labeling the train-test set, so we can repeat the procedure for 
instance 10 times in order to assess the results statistically 
and report the mean of accuracy as the result of validation. 
In LOO, the algorithm repeats as much as the number of 
samples of train set. Only one of the samples is kept out of 
the train-train set in each repetition. The results of 
validations are reported in Table II and III. For preparing the 
result of them, program was run for 10 times because 
shuffling was done on providing the train set. Table IV lists 
the result of presented algorithm with different classifiers 

 
 

TABLE II 
VALIDATION OF METHOD BY HOLD-OUT IN PERCENTAGE OF 

ACCURACY 

subject Classifier used 
in method mean mode Variance(%) 

1 

SVM 42.88 38.46 6.48 

KNN 40.57 40.38 6.04 

Bayesian 43.46 40.38 5.22 

2 

SVM 30.38 32.69 3.60 

KNN 30.77 30.77 6.15 

Bayesian 33.65 32.69 3.87 
 
 

TABLE III 
VALIDATION OF METHOD BY LOO IN PERCENTAGE OF 

ACCURACY 

subject Classifier used in 
method accuracy 

1 

SVM 46.88 

KNN 45 

Bayesian 47.5 

2 
SVM 33.75 

KNN 31.25 
Bayesian 31.87 

 
applied to the final test set. These results are obtained by the 
whole training data (40 trail per class and 10 channels) in 
our hand and we can generally conclude that among the 
chosen classifiers, Bayesian shows the best performance of 
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all. The results obtained by Bayesian classifier are so better 
than the best result in BCI competition 2008. 

A spectacular element of our method is using LDA to 
change the space to a linear one. Challenging to fit a hyper 
plane to mixed classes has more error. Table V and Fig.3 
compare them and show the better performance of our 
method.  

 
TABLE IV 

PERCENTAGE OF ACCURACY FOR TEST DATA 

subject Classifier 
used in method accuracy 

1 
SVM 58.11 
KNN 59.46 

Bayesian 62.16 

2 
SVM 38.36 
KNN 36.99 

Bayesian 39.73 
 

TABLE V 
COMPARISON OF PRESENTED METHOD WITH THE WINNER 

OF BCI COMPETITION 2008 

subject Best result of 
proposed method Result of the winner  

1 62.16 59.5 
2 39.73 34.3 

mean 50.94 46.9 

 

 
Fig. 3. Percentage of accuracy of presented algorithm and of the winner of 

BCI competition 2008. 
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