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Abstract— With the advances of computer technology, more
and more computer-aided diagnosis (CAD) systems have been
developed to provide the “second opinion”. This paper reports
an automatic fundus image classification technique that is
designed to screen out the severely degraded fundus images
that cannot be processed by traditional CAD systems. The
proposed technique classifies fundus images based on the image
range property. In particular, it first calculates a number of
range images from a fundus image at different resolutions.
A feature vector is then constructed based on the histogram
of the calculated range images. Finally, fundus images can be
classified by a linear discriminant classifier that is built by
learning from a large number of normal and abnormal training
fundus images. Experiments over 644 fundus images of different
qualities show that the classification accuracy of the proposed
technique reaches above 96%.

I. INTRODUCTION

With the advances of computer technology, various types

of computer-aided diagnosis (CAD) systems [4], [5] have

been developed in recent years. The developed CAD sys-

tems assist medical staff to interpret medical images and

accordingly provide the “second opinion”. They greatly help

to relieve the limitations of the human eye/brain systems

such as reader fatigue and distraction. Meanwhile a number

of fundus image CAD systems have also been developed

for the diagnosis of various types of ocular diseases such as

glaucoma [6], [11], [12], macular diseases [1], and diabetic

retinopathy [2], [3], [7]. These fundus image CAD systems

have potentials to provide an alternative solution to mass

screening programs that need to examine a vast number of

fundus images as fast as possible.

So far, most fundus image CAD systems are still at the

research stage and cannot be put in practical uses in clinics

due to several reasons. One reason that prevents the practical

uses of CAD systems lies with the diversity of fundus images

across different people. In particular, fundus images may

have far different qualities due to various types of lesion

and artifacts shown in Fig. 1. As a result, it is very difficult

to design an image processing algorithm that is capable

of handling a large amount of fundus images with diverse

characteristics. Take the optic disc location as an example.

This simple task will not be so simple while dealing with

fundus images with diverse characteristics as illustrated in

Fig. 1 (where the “abnormal” fundus images shown in the
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Fig. 1. Several sample normal and abnormal fundus images: The first
on the top-left corner is a normal fundus image and the other three are
abnormal fundus images.

last three subfigures are far different from the normal one

shown in the first subfigure).

One possible solution to the image diversity is to carry

out a fundus image classification operation as a preprocess-

ing procedure to screen out the “abnormal” fundus images

(before feeding fundus images for further analysis). With

such a preprocessing procedure a more robust CAD system

can be designed to focus on the normal fundus images

and those identified “abnormal” ones can be stored for

later manual examination. In this paper we report a fundus

image classification technique that efficiently identifies the

abnormal fundus images illustrated in Fig. 1 automatically.

The proposed technique is based on the observation that

abnormal fundus images are usually smoother (compared

with the normal ones) due to the blur of retina structures

such as optic disc, blood vessels, and fovea. As a result, the

histogram of the range image of abnormal fundus images

will be much sharper (smaller variance) and centered more

leftward compared with that of the normal fundus images.

Experiments over 644 fundus images of different qualities

show that the accuracy of the proposed classification tech-

nique reaches above 96%.

II. PROPOSED METHOD

This section presents the proposed fundus image classifi-

cation technique. In the proposed technique, a fundus image

is first converted into a feature vector based on histograms
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Fig. 2. The range images of the two fundus images in the first row in Fig.
1 that are calculated by using a neighborhood window of size 12.

of a number of range images that are converted from the

fundus image at different resolutions. The fundus image can

then be classified by a linear discriminant classifier that is

trained by learning from feature vectors of a large number

of normal and abnormal training fundus images.

A. Fundus Image Vectorization

We extract a feature vector from a fundus image by first

converting the fundus image into a number of range images

at different resolutions as follows:

R(x, y, wi) = max(I(x, y, wi)) − min(I(x, y, wi)) (1)

where x, y denote the position of the fundus image pixel

under evaluation and wi refers to the size of the i-th local

neighborhood window that is used to calculate the range im-

age. Therefore, I(x, y, wi) denotes the intensity of all fundus

image pixels enclosed within the neighboring window that is

centered at x, y with size wi. For the two fundus images in

the first row in Fig. 1, Fig 2 show the corresponding range

images that are calculated by a neighborhood window of size

12 (i.e. 25 × 25).

We convert fundus images based on histograms of the

corresponding range images, which have distinctive char-

acteristics that can be used to differentiate the normal and

abnormal fundus images. In particular, the histogram of the

abnormal range images usually has a sharper peak (smaller

variance) compared with that of normal range images. At the

same time, it is usually centered more leftward compared

with the histogram of normal range images. Such histogram

characteristics can be explained by the fact that the range

image of abnormal fundus images is usually much smoother

as illustrated in Fig. 2 due to the blurrness of such retina

structures as optic disc, blood vessels, and fovea. Fig. 3

illustrates such histogram characteristics where the two his-

tograms (labeled by the solid graph and the dashed graph)

are averaged over the histogram of the range image (with

the window size set at 12) of 338 normal fundus images and

306 abnormal fundus images, respectively.

We capture the specific histogram characteristics (shown in

Fig. 3) of normal and abnormal fundus images by using the

histogram mean, histogram variance, and histogram energy

Fig. 3. The histograms of the range image of normal and abnormal fundus
images: The dashed graph and the solid graph are determined by averaging
the histograms of the range images of 338 normal fundus images and 306
abnormal fundus images, respectively.

that are defined as follows:

M =
∑

L−1

b=0
bP (b)

V =
∑

L−1

b=0
(b − M)2P (b)

E =
∑

L−1

b=0
P (b)2

(2)

where L denotes the number of gray levels of the fundus

image under study, which is equal to 256. P (b) refers to the

normalized histogram that is determined through dividing the

conventional histogram by the number of pixels within the

fundus image under study.

A fundus image can thus be converted into a feature vector

by combining the three histogram properties of multiple

range images calculated at different resolutions as follows:

FV = [M1, V1, E1, · · · ,Mi, Vi, Ei, · · · ,Mn, Vn, En] (3)

where Mi, Vi, and Ei denote the histogram mean, histogram

variance, and histogram energy of the range image, respec-

tively, that is calculated by a local neighborhood window of

size wi defined in Eq. 1. Parameter n refers to the maximum

size of the local neighborhood windows, which is set at 12

(i.e. the window size is 25×25) in our implemented system.

Therefore, the size of the feature vector is 3 × n.

B. Fundus Image Classification

The feature vector described in the previous subsection has

distinctive characteristics that can be used to classify normal

and abnormal fundus images. This can be illustrated in Fig. 4

where the three figures show the histogram mean, histogram

variance, and histogram energy that are averaged over the

338 normal fundus images (the graph labeled by squares)

and the 306 abnormal fundus images (the graph labeled by

circles), respectively, when the size of the neighborhood

windows increases from 1 to 12. As Fig. 4 shows, the
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Fig. 4. The average mean, average variance, and average energy that are evaluated over the histograms of the range images of the 338 normal fundus
(labeled by circles) images and 306 abnormal fundus images (labeled by squares), respectively, when the size of neighborhood windows (used to calculate
the range images) increases from 1 to 12 gradually.

histogram mean, histogram variance, and histogram energy

are consistently discriminative between the range image of

normal and abnormal fundus images at different resolutions.

We classify fundus images by a classifier that is built based

on Fisher’s linear discriminant (FLD) [8]. In particular, the

FLD attempts to find a linear vector w that projects a high-

dimensional feature into a one-dimensional feature so that

the ratio between the projected between-class and within-

class variance given below can be maximized:

argmax
w

J(w) =
wT Sbw

wT Sww
(4)

where Sb and Sw correspond to the between-classes scatter

matrix and within-classes scatter matrix as follows [9]:

Sb =
∑

c

Nc(µc − FV )(µc − FV )T

Sw =
∑

c

∑

i∈c

(FVi − µc)(FVi − µc)
T , c = 1, 2

(5)

where Nc and µc denote the number and the mean of the

training feature vectors in class c (c=1, 2 corresponds to

normal and abnormal image classes), respectively. FV refers

to the mean of all created training feature vectors. The linear

projection vector w in Eq. 5 can be straightly estimated by

w = Σ−1(µ1 − µ2) [9].

C. Design Considerations

It should be noted that the performance of the proposed

technique has a close relation with the number of the range

images calculated at different resolutions. Generally, the

performance of the proposed technique will be improved

when a larger number of range images are calculated and

the corresponding histogram characteristics are incorporated

into the feature vector. But the classification speed will be

affected especially when the size of the local neighborhood

window increases gradually (to be discussed in the next

Section). The speed issue becomes even more crucial for

mass screening programs where a vast number of fundus

images of different qualities need to be classified as fast as

possible before further processing.

III. EXPERIMENTS

This section presents the experimentation of the proposed

technique. In particular, we divide this section into three

subsections, which deal with the data collection, the clas-

sification evaluation, and discussion, respectively.

A. Data Collection

We evaluate our proposed fundus image classification

technique by using 644 fundus images that are used for the

Singapore Malay Eye Study by the Singapore Eye Research

Institute (SERI) [10]. The 644 fundus images include 338

normal fundus images and 306 abnormal images, which

are all color images and taken with a fundus camera with

resolution at 2048 × 3075. In particular, the 306 abnormal

fundus images are manually labeled by professional fundus

image graders.

B. Fundus Image Classification

We evaluate the proposed technique by using the fundus

images described in the previous subsection. For each fundus

image, twelve range images are first calculated by using

twelve neighborhood windows whose size increases from

1 to 12 (i.e. from 3 × 3 to 25 × 25) gradually. A number

of feature vectors are then determined based on the three

histogram properties of the twelve range images, which will

be used to evaluate the speed and accuracy of the proposed

technique in relation to the number of range images used.

The proposed technique is evaluated by 10-fold cross-

validation. In particular, the two types of feature vectors (i.e.

normal and abnormal) are first partitioned into 10 groups

each. One group of each type is then randomly selected

(from the groups not selected before) as the validation data

to test the classification model that is trained by using the

remaining 9 groups. Such process is repeated ten times where

each group is selected just once as the validation data. The

classification results are then averaged to produce a single

classification result. Fig. 5 shows the classification accuracy

of the feature vectors described above.

In particular, the graph labeled by circles in Fig. 5 shows

the accuracy when the feature vector is built based on the

histogram of a single range image. As the figure shows, the

1455



Fig. 5. Fundus image classification accuracy: The two graphs show the
accuracy of the feature vectors built based on a single histogram (labeled
by circles) and the ones built by combining multiple histograms (labeled by
squares), respectively.

classification accuracy increases steadily when the size of the

neighborhood window increases gradually. In particular, the

accuracy tops at 91.17% when the size of the neighborhood

window (used to calculate the range image) is at 12. At

the same time, the accuracy increase becomes saturate when

the size of the neighborhood window reaches around 8. The

graph labeled by squares shows the accuracy when the fea-

ture vector is built by accumulating the histogram features of

the range images when the size of the neighborhood window

increases from the smallest to the largest step by step. As the

figure shows, the accuracy of the accumulated feature vector

is roughly the same as the feature vectors built based on a

single histogram when the size of the neighborhood window

is no larger than 3. However, the accuracy of the accumulated

feature vector jumps and becomes much higher than that of

the feature vector built based on a single histogram when the

size of the neighborhood window becomes larger than 3. In

addition, the accuracy reaches up to 96.34% when the size

of the neighborhood window reaches up to 9.

In addition, experiments show that the execution time of

the proposed technique increases rapidly with the increase of

the number of the range images calculated. In particular, the

execution time increases up to 26 seconds when twelve range

images are calculated for each fundus image (the size of the

neighborhood window from 1 to 12). Specifically, most of

the execution time is spent on the calculation of the range

image, which involves the determination of the maximum

and minimum pixel value within the local neighborhood

window. It should be noted that our system is developed

by using Matlab and it can be speeded up greatly through

the implementation by C++ and code optimization.

C. Discussion

As discussed in the previous subsection, there is a trade-

off between the execution time and the accuracy of the

proposed technique. In particular, the high classification

accuracy requires more range images calculated with a

larger number of neighborhood windows, which prolongs

the fundus image classification process. One solution is to

perform a feature selection procedure during the training

stage to identify the most distinctive histogram features. Then

the range images with less distinctive histogram features

need not to be calculated. In addition, some other image

features may also help to further improve the classification

accuracy. We will study these two issues in our future work.

IV. CONCLUSION

This paper reports an automatic fundus image classifica-

tion technique that will help the CAD of various types of eye

diseases such as glaucoma, macular diseases, and diabetic

retinopathy. The proposed technique classifies fundus images

by converting a fundus image into a feature vector that is

created based on the histogram of multiple range images

calculated at different resolutions. Experiments show that the

accuracy of the proposed technique reaches up to 96.34%.
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