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 Abstract – A century ago the physician had too little 
information on which to determine accurate diagnoses.  Due 
to the rapid progression of technology in the Twentieth 
Century and the beginning of the Twenty-First Century, this 
situation changed significantly.  Now the physician is faced 
with multi-parameter analyses that include sophisticated 
imaging, advanced cardiovascular studies, extensive 
laboratory tests, and genetic information, all of which impact 
diagnosis, treatment, and prognosis.  New informatics tools 
are needed to assist, not replace, the physician in the 
decision process.  Decision analysis tools must be flexible to 
accommodate new methods of diagnosis as well as advances 
in information technology.  In this article, basic structures 
are defined that can form the basis of such a system. 
 

I. INTRODUCTION 

 
 Most decision making includes examination of multiple 
parameters.  Along as the number is small, the human 
decision-making process works well.  However, when the 
number of parameters reaches as little as five the human 
decision process usually begins to deteriorate [1].  A century 
ago, the number of parameters involved in medical decision 
making was limited, due to the lack of information on both 
diseases and on the state of the patient’s health.  The body 
began to give away some of its secrets with the introduction 
of the radiograph [2] and later the electrocardiogram [3].  
With these two devices, the physician was able to make 
more accurate decisions regarding the presence or absence 
of some diseases, including pneumonia and cardiac 
disorders.  With the advancement of technology, additional 
information became available.  The simple single radiograph 
turned into a series of radiographs through the use of CT 
imaging technologies [4], quickly following by MRI [5], 
PET [6], and SPECT [7], and more recently by functional 
MRIs [8] and 4-D imaging to view the beating heart and 
other conditions based on changes in time [9].  The 
electrocardiogram also was refined and long-range ECG 
studies such as Holter recordings [10] became 
commonplace.  Most recently, genetic information has 
begun to personalize medicine with indications of 
predisposition to disease based on genetic make-up [11].  
 Medicine has been faced with many changes over the 
course of the past decade due to the information explosion.  
The challenge remains to make full use of this information 
to benefit diagnosis, treatment, and prognosis.  It is not 
feasible for the human decision maker to adequately deal 
with all the variables presented by modern medical devices.   
 
 D. Hudson is Professor of Family and Community Medicine, University 
of California, San Francisco.  
  M. Cohen is Professor of Radiology at University of California, San 
Francisco. 

 A new paradigm is needed for cooperative medical 
decision making in which the physician still determines the 
final decision but is aided by automated methods that reduce 
and summarize the data items that are available [12].  The 
basic structure of such a system is described here. 
 

II. METHODOLOGY 

 
A. Personal Health Records 
 
 Implementation of new methods for analysis of medical 
data are dependent on data availability and hence on 
electronic medical records.  The ideal goal is the 
development of a personal health record (PHR) that would 
trace the medical history of each individual through his or 
her lifetime.  The existence of the PHR would permit 
analysis not only on current results but also on trends based 
on temporal analysis using data previously recorded in the 
PHR [13].  Currently, medical decision making often relies 
on population statistics to estimate the likelihood of a 
disease and its progression.  Comparisons of lifetime trends 
for each individual patient would represent a paradigm shift 
toward true personal healthcare.  The overall state of the 
patient’s health is captured as a complex mix of data types.  
The PHR not only has multivariate numerical components 
but also information stored as time series (biomedical 
signals), images, and text.  These are all important 
components for diagnosis and analysis of disease processes; 
each requires different processing methods.   
 
B. Temporal Database 
 
 Figure 1 illustrates the information flow for a patient 
visit.  New data acquired through testing is first analyzed on 
it own and is then compared to previous data in the PHR to 
determine patterns.  Models are needed for the following:  
 Data capture and analysis 
 Identification of specific conditions 
 Determination of disease status 
 Evaluation of treatment alternatives 
For each visit, values are stored, including tests that are 
ordered such as laboratory tests, biomedical signals, and 
imaging. 
1. Data Structures 
 The database comprises a series of vectors that are time-
dependent.  Complications arise in that many types of data 
are recorded in addition to numeric values, including 
images, biosignals, and textual summaries.  Each type 
requires a different method of analysis but all must be 
combined to form a picture of the state of health of the 
patient.  The following data structures are defined for each 
test. 
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Figure 1:  Patient Visit 
 

 
Numeric Data:  For test i that has m numerical values taken 
at time t: 
  Numerical data:  xit = (x1,…,xm) 
Textual Data:  Similarly for test j with n textual values: 
  Textual data yjt = (y1,…,yn) 
Signal Analysis Data:  Several components are involved: 
 For text interpretation, the textual data format is used. 
 For numeric summaries the numeric format is used. 
 For short-term ECG recordings, the time series itself may 
 be stored, with each series defined by sjt = (s1,…,sj) 
 (A sampling rate must be established.) 
Imaging:  Constructing automated image analysis is more 
complex.  For text interpretation, the textual data format is 
used.  More complex information can also be obtained from 
imaging studies image registration comparisons that may 
require additional representations in the PHR, although some 
will be text and some will be numeric.  The image 
component will rely on the PACS architecture [14].  Data 
structures and interconnectivity links are shown in Figure 2. 
 
2. Disease Models 
 In order to perform trend analysis, each potential disease 
must have a model.  Some may be quite straightforward, 
such as the current status of a diabetic patient that may be 
determined by numeric values from blood tests.  Others, 
such as cardiac disorders, may be complex and require the 
analysis of multiple data types.  Known diagnoses are 
contained in the vector d.  Each disease model is minimally 
specified by the following: 
Disease name Di 
 Tests used to diagnose (xl…xn; yq,…yr; si,…sk;…) 
 Type of model(s) 
  Knowledge-based 
  Data-based 
  Hybrid system 
  Specialized Data Analysis 
 

C. Trend Analysis 
 
The trend analysis model has four general components: 
  Data for current patient visit 
  Temporal database 
  Disease models 
  Trend analysis algorithms 
Details of the trend analysis model that involves alerts and 
notifications have been provided in previous work [15].  
Figure 3 shows details of the alerting algorithm.  The trend 
analysis output includes three levels of alerts if a condition 
has worsened or a new condition is detected.  The level 
depends on the severity of the change or the degree of 
presence for a new condition: 
 Level 1: Informational (small negative change) 
 Level 2: Warning (significant negative change) 
 Level 3: Urgent (requires immediate action). 
Notifications are sent if either of the following is detected: 
  Positive change in existing condition 
  Complete resolution of existing condition 
 Development of disease models is multi-faceted and 
requires interdisciplinary teams to merge medical knowledge 
with sophisticated automated analysis.  Unlike decision 
support systems of the past, this approach is based on 
analysis of data, the result of which is presented to the 
physician in the form of alerts and notifications.  The 
physician makes the final decisions regarding diagnosis and 
treatment.   
 In case of missing values, for example consider a patient 
with a previous blood test that included glucose level, red 
blood count, and white blood count.  If the current test is 
done without the glucose measure, then an erroneous alert 
may be issued as the previous value compared to zero would 
be significant.  Missing values must be excluded by not 
analyzing a vector component with a zero entry.  Instead the 
current value will be analyzed to determine if it is out of the 
normal range. 
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Figure 2:  Data Structures 
 

 For all currently confirmed conditions 
  If condition i is present at time tn with (tn)=a 
   If condition n was previously present with (tn-1)=b 
         set  =a-b 
   If condition n was not previously present set  = a 
  If  > 0 
   if (x1 <   < x2) then send  alert 1 
   if (x2 <  < x3) then send alert 2  
   if  > x3 then send alert 3 
 For all previously-confirmed conditions 

 If condition is not currently present send notification 
  If condition i is present with (tn)=a 
  If condition i previously present with (tn-1)= b 
    and if (b-a) > x  
  then send notification of  change in degree 
 
Figure 3:  Alert and Notification Algorithm (ANA) 
(ti)= degree of presence of condition at time i 

 
III. EXAMPLE AND RESULTS 

 
 Consider the following scenario.  Patient A has a routine 
physical.  Table I shows the parameters, their current values, 
values from the previous visit, and the average of five 
previous visits.  In addition, the patient complains of 
recurring chest pain.  Blood pressure and heart rate are 
elevated and the blood test indcates elevated BUN.  All are 
compared to the immediate previous value and an average of 
five previous values.  Other physical findings include 
swollen ankles and elevated heart rate.  Cardiac problems 
are suspected.  The following algorithms are invoked: 
 Individual symptom analysis 
 Symbolic model for symptom evaluation 
 Summary model for Holter evaluation 
 Neural network combined model 
 

Table I:  Summary of Patient Visit Information 
Variable Current visit Previous visit 5-visit average 
Height 58.5” 59” 59” 
Weight 145 140 142 
Temperature 37oC 37.3oC 37.1oC 
Blood Pressure 180/100 140/95 145/98 
Pulse rate 88 80 82 
*Holter CTM 0.79 CTM 0.96 CTM 0.97 
*BUN Elevated Normal Normal 
*These tests were ordered after the initial analysis 

A.  Individual Symptom Analysis 
 The systolic blood pressure is significantly higher in both 
comparisons while the diastolic is not significantly higher.  
Based on the increase in systolic blood pressure, (t) - (t-1) 
= 29% and a level 1 alert is issued, following the trend 
analysis guidelines shown in Table II. 
B.  Symbolic Model for Symptom Evaluation [16] 
 Approximate reasoning and evidence aggregation are 
used to determine rule substantiation.  The rule comprises: 
 ai: symbolically stated antecedents 
 wi: relative importance of ith component 
 si: degree of presence of ith component 
 T: threshold for rule substantiation. 
           n 

 E = max[( ci^si ) ^    min   (wi 
ci^si)]  (1) 

          
i=1             i=1,...,n

 
where ^ indicates min, ci ε [0,1], n is number of antecedents.  
The rule is substantiated if E > T.  The degree to which E 
exceeds T indicates the strength of the supportive evidence.  
Thus two types of information are derived: 

Substantiation or non-substantiation of the rule 
The degree of substantiation defined by: 
 

 (t) = (E-T)/(1-T)     (2) 
 
Relevant data for the symbolic model include chest pain and 
elevated blood pressure.  In the absence of other symptoms, 
no rules in the symbolic database were confirmed.  
However, a Holter analysis and blood tests were ordered as 
precautionary measures. 
C.  Summary Model for Holter Evaluation [17] 
 A Holter tape consists of a 24-hr recording of R-R 
intervals (time between heartbeats).  For a time series, an that 
occurs at time n, the second-order difference plot is 
produced by computing an+2-an+1 vs. an+1-an for all points in 
the time series. Using this space, points in the time series can 
be summarized using the Central Tendency Measure (CTM): 
 

Table II:  Alert Levels 
 =(t) - (t-1) Type of alert 
 ≤ 0.25 (1-T) No alert 

0.25 (1-T) <  ≤ 0. 5 (1-T) Level 1 
0.5 (1-T) <  ≤ 0.75 (1-T) Level 2 

 ≥ 0.75 (1-T) Level 3 

Diagnostic Models 

Current information: 
x13, x17, x19 
y16, y18 
x24, x25, x27 

s5, s7 

image3, image9 
. 
. . 

Current Record rt 
xit = (x1,…,xn) 
yit = (y1,…,ym) 
sjt = (s1,…,sk) . . . 
dt = (d1,…,dk) 

       .      .      .     rt-3 
rt-1

t
Alerts 
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   .   . . 
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     t-2 

  CTM = [     (di)]/(t-2)   (3) 
     i=1 

where  (di) =  1 if  [(ai+2-ai+1)
2+(ai+1-ai)

2]½  < r 

  0 otherwise 
 
The model derived through a number of CHF studies shows 
that for normal individuals the points are centered near the 
origin (giving a CTM value near 1) while CHF patients have 
scattering of points with smaller CTM values.  Using the 
CTM as the sole measure, the following can be concluded: 
 Substantiated if CTM exceeds a threshold; 
 Certainty increases with an increase in the CTM. 
The degree of confidence of the presence of CHF is: 
 
 (t) = 1 – CTM    (4) 
 
In this case, the CTM measure was 0.79.  The patient had a 
previous Holter reading of 0.96.  Ninety-nine percent of 
normal patients have a CTM > 0.90 so the new reading 
triggers a level 1 warning for potential of early-stage 
congestive heart failure (CHF).  To confirm, the more 
accurate neural network model that includes the CTM 
measure along with other clinical parameters is run. 
D.  Neural Network Model Combined Model [18] 
 The neural network decision equation is: 
          n          n        n 

 D(x) =    wixi  +       wi,j xixj    (5) 

      i=1         i=1     j=1 

                     i  j 

For the vector y representing the current case, D(y) > 0 
indicates that the condition is substantiated.  The degree of 
confidence  (t) is determined by comparing results from the 
decision equation D(y) with D(x), the decision surface.  The 
further D(y) is from D(x) the more certain that the 
classification is correct.  The degree of confidence for this 
method is thus defined by the normalized value: 
 
  (t) = |D(y)-D(x)|/D(z)   (6) 
 
where z is the vector whose components result in the 
greatest distance from D(x).  Studies have shown that the 
following parameters are useful for inclusion in the neural 
network model:  CTM (r=0.1), Edema, rales, heart rate, 
BUN.  All (t) values are normalized to the unit interval. 
 Using the Holter model, a level 1 alert was issued due to 
the increased scattering of R-R intervals indicating potential 
early stage congestive heart failure.  Combination of these 
results with the blood tests results in the neural network 
model triggered a level 2 alert for possible CHF.  The values 
for the current visit along with the diagnosis are added to the 
patient record.  The level 2 alert warrants prescription of 
appropriate medications as well as follow-up to determine 
the progression of the condition.  Without the final neural 
network analysis, the level 1 alert would normally warrant 
monitoring but not necessarily treatment. 

IV. CONCLUSION 
 
 The goal of personal health care can only be achieved 
through the design and implementation of several 
components [19].  A personal health record that contains all 
data on the patient for his or her lifetime, including all 
records from physicians, laboratories, imaging centers, 
hospitals, and other entities must be available.  Universal 
data collection and access will require international 
interoperability standards as well as privacy protection [20].  
Once the data are available a vast array of diagnostic 
algorithms will be needed to form a comprehensive view of 
the state of the patient’s health, some of which are 
mentioned here.  Trend analysis can alert the busy health 
professional to changes and imminent threats that may be 
buried in a large volume of data.  Policy and technology 
must come together to make personal health care a reality. 
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