
  

Abstract—We proposed a framework to detect the video 
contents of depressed and non-depressed subjects. First we 
characterized the expressed emotions in the video stream using 
Gabor wavelet features extracted at the facial landmarks which 
were detected using landmark model matching algorithm. 
Depressed and non-depressed class models were constructed 
using Gaussian Mixture models. Using 8 hours of video 
recordings, an hour of video recording per subject, and both 
gender and class balanced, we examined the effectiveness of 
both gender based and gender independent modeling 
approaches for depressed and non-depressed content 
classification. We found that the gender based content 
modeling approach improved the classification accuracy by 6% 
compared to the gender independent modeling approach, 
achieving 78.6% average accuracy.    

I. INTRODUCTION 
LINICAL depression is considered as an emotional 
disorder [10] and it is one of the common mental health 

problems in adolescents (age 13-20). Contrast of being 
feeling sad and depressed for few days and then feeling 
better, clinical depression affects the mood, functionality of 
the body, thoughts and behavior of the adolescents, which 
can continue from several weeks to several years [5]. 
Previous findings highlight that the depressive adolescents 
have difficulties of coming back to normal from the 
depressive state by themselves [13], suggesting depression 
as an important risk factor for the mortality [14]. There are 
evidences to suggest that depressive symptomatology in 
adolescents have direct relationship with their family 
interactions [13]. Rate of expressed emotions among the 
families of the depressed adolescents are noticeably higher 
than the control/normal adolescents [10].  

Depressed adolescents are less capable of controlling 
negative emotions and they express longer duration of 
depressive emotions [13].  They also have difficulties 
recognizing positive facial expressions, compared to the 
healthy ones [10][8]. Earlier studies highlighted that 
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emotional expression analysis using facial expressions 
significantly improve the detection of depression [17]. There 
have been substantial research conducted for facial 
expression detection [3][6]. In this paper we propose a 
framework which models facial expressions to classify 
video content of depressed and non-depressed subjects. 
Figure 1 depicts the frame work and steps are detailed in 
section II. In section III we discuss the experimental results 
and conclude the paper in section IV. 

II. VIDEO CONTENT MODELING 

A. Face detection 
The face in each image frame of the video sequence is 

automatically detected using a face detector. We applied 
Viola-Jones detector [7] as it is considered a highly 
successful method. It is based on supervised learning 
method. In Viola-Jones detector, Haar features are utilized 
with the AdaBoost learning algorithm, which selects a small 
number of critical visual features from a larger set and yields 
extremely efficient detecting face-like regions by quickly 
discarding background regions in the image. In our system 
we directly applied the Viola-Jones C++ program readily 
available in OpenCV library. We used the classifier trained 
for frontal poses as the frontal pose provides most of the 
facial features beneficial for the extraction of facial 
expressions.  

B. Landmark Localization 
After the face is detected, we locate the facial landmarks 

using Landmark Model Matching (LMM) algorithm [12], 
which combines the merits of two successful landmark 
localization methods: Elastic Bunch Graph Matching [16] 
and Active Shape Model [4].  

In LMM algorithm, we use a Landmark Distribution 
Model (LDM), which is constructed using facial landmarks 
of the annotated images in the training corpus, to 
automatically locate the landmarks in the face of a new test 
image. Following subsections detail the construction of the 
LDM and landmark localization procedure.  

1) Creation of the Landmark Distribution Model (LDM) 
LDM is created from the principal components of the 
landmark locations and the feature vectors extracted from 
the surrounding areas of the landmarks. To compute these 
parameters of LDM, we manually selected 30 landmarks on 
48 facial images (referred as LDM source images) chosen 
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Figure 1: Framework for the classification of depressed and control subjects 
 

from a standard face database known as FERET (FacE 
REcognition Technology) [11]. These 30 landmarks are 
shown in Figure 2. All the faces used for the creation of the 
LDM were first resized to a constant size, so that the 
distance between the two eye pupils was 27 pixels. Then 
they were centered. 

 
Figure 2 Manually selected landmarks on a LDM source image chosen 

from the FERET database 
 
Face in an image can be represented by a landmark 

model (LM), which consists of nodes. A node corresponds 
to a selected facial landmark. A jet describes the local 
features extracted from the surrounding area of the node. A 
jet is a set of 40 Gabor wavelet coefficients {Jj}, which 
includes 5 frequencies and 8 orientations. It can be written 
as Jj = ajexp(iφj) with amplitude aj and phase φj. The set of 
jets of all the LDM source images corresponding to one 
landmark (or node) were averaged to label the 
corresponding node of the LDM with an average jet. 

Let xi be a vector describing the locations of the n 
landmarks on the ith LM (or source image) of the LDM, and 
α be the number of LDM source images. Then, xi = (xi0, yi0, 
.., xij, yij, .., xin-1, yin-1)T, where (xij, yij) are the coordinates of 
the jth landmark of the ith LM. The mean LM, x , is 
calculated as, 1

1i
α

α == ∑ ix x . The covariance matrix is 

calculated as, S = 1
1i

α
α =∑ T

i idx dx , where dxi = xi - x . The 
modes or principal components of the landmark locations of 
the LDM are described by the eigenvectors pk (k = 1, .., 2n) 
of S, such that, Spk = λkpk, where λk is the kth eigenvalue of S 
(λk≥λk+1). The eigenvectors corresponding to the largest 
eigenvalues describe the most significant modes of 
variation. Therefore, most of the variation can usually be 
explained by a smaller number of modes, t (<2n). Any LM 
in the training set can be approximated as, 

x = x  + Pb,                               (1) 

where P = (p1  p2  ..  pt) is the matrix of the first t modes, and 
b = (b1  b2  ..  bt)T is a vector of weights given to the these 
modes or the principal components: p1, p2, .., pt. These 
modes of variation effectively capture the variability present 
in the LDM images. Using the above equations, we can 
generate new LMs by varying the parameters (i.e., weights 
of b) within suitable limits, so that the new LMs will be 
similar to those of the LDM.  

2) Landmark Localization 
When a test image frame with a face is given, an LM is 

deformed in order to fit it to this face by using a PSO 
algorithm [9]. In this PSO algorithm, a particle corresponds 
to a deformable LM that has to be fitted to the new image. 
This LM is deformed by varying the values of the 
dimensions of the particle. We used 8 particles, and they 
were initialized in a uniformly distributed manner. Each 
particle consisted of 6 dimensions:  

 x and y coordinates of the location of the 
reference point corresponding to the LM (the 
centre point between the eyes was used as a 
reference point for the location of the LM),  

 size factor (to scale the LM), and  
 weights given to the first three principal 

components: b1, b2, and b3 of modes 1, 2, and 3.  
In each iteration, the coordinates of the nodes were 

computed by the Eq. (1). The boundaries of the search space 
of each dimension were set experimentally. The objective 
function maximized by PSO was the model similarity 
between the LDM and the deformable LM. The jet 
similarity, ( , )aS J J ′ , between two jets J and J ′  was 

calculated as, 40
1( , )a j jjS J J a a=′ ′= ∑ 2 240 40

1 1 .j jj ja a= = ′∑ ∑  

The jet J is the average jet of a node of the LDM, and J′ = 
J ( )xr  is the jet of the corresponding node of the LM 
computed at variable locations xr  in the new image. The true 
position of a landmark can be located by finding the pixel 
location in the image that gives the maximum jet similarity. 
The model similarity, SLM, between the LM and the LDM 
was computed as the summation of jet similarities of 
landmarks.  

A particle attempts to achieve a higher model similarity 
value by updating its variables of the 6 PSO dimensions, 
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after every iteration. The velocities calculated based on the 
history of the model similarity values of the particles, guide 
the swarm to the maxima. PSO iterations were terminated 
when the number of iterations reached 20. For example, the 
nodes corresponding to a particle during initialization and 
after iterations 1, 2, 3, 4, 5, 8, 12, 16 and 20, are shown in 
Figure 3. This is an image from the FERET database. Due to 
the human ethics agreements, we are unable to show any 
faces of the true subjects of our depression video data.  

 
Figure 3 Nodes corresponding to a particle during the initialization and 

after iteration 1... 20. 

C. Feature Extraction 
After the landmarks are located by LMM, Gabor wavelet 

features were extracted at 18 landmarks, which are the 
interior landmarks on eyes, eye brows, nose and mouth. The 
facial features around the interior landmarks provide more 
valuable information than those around the head boundary 
for facial expression analysis [3]. Each face in a single 
image frame is represented by a feature vector of dimension 
18×40 = 720. We trained the Gaussian mixture models 
(GMM) using this feature vector for modeling expressed 
emotions in the video content of depressed and non-
depressed subjects. 

D. Depressed and non-depressed content modeling 
We employed Gaussian mixture model (GMM) to model 

expressed emotions of the depressed and non-depressed 
subjects. GMM has given high performances in modeling 
video and audio contents in the literature. In the GMM, K 
number of Gaussian densities are use to cover the whole D-
dimensional feature space, where X={x1,x2…xN} denotes the 
feature vectors. Each Gaussian density N(X|µk, ∑k) is called 
a component of the mixture and has its own mean µk and 
covariance ∑k. In the training process, mean, variance and 
the weight associated Gaussian component are trained. 
Expectation maximization (EM) algorithm is popularly used 
for training these parameters. We use HTK toolbox [18] to 
implement the Gaussian mixture models. 

III. EXPERIMENTS 
For depressed and non depressed content detection, we used 
the video corpus of Oregon Research Institute (ORI), in 

USA. This corpus consists of one hour video recording per 
adolescent (subject) who participated in the three family 
interaction sessions. Event planning interaction (EPI), 
Problem-solving interaction (PSI) and family consensus 
interaction (FCI) are conducted family interaction sessions. 
We selected the video recordings of 8 subjects aged between 
12 and 19 years and 4 of them were diagnosed as depressive 
subjects and others belonged to non-depressed group.  Out 
of 4 subjects 2 were male subjects in each depress and non-
depress class. All the subjects selected have white skin and 
none of them wore spectacles during the interaction 
sessions.   
 In order to train and test depression and non depression 
models first we extract the image sequence of adolescent 
recording using the 30 images per second sampling rate. 
Then the face boundary in an image was detected using the 
face detection algorithm discussed in section II-A. 
Thereafter, facial landmarks were localized and 40 
coefficients per landmark in the image were computed. 
Since we used 18 facial landmarks in the mouth, nose, eyes 
and eye brows areas, the constructed feature vector per 
image consists of 720 coefficients. We used 50% of the 
images per subject with 2 turn cross validation, for training 
and testing the depressed and non-depressed GMMs. In the 
testing phase, classification was conducted at every 30 
seconds, which means at every 900 images, decision was 
taken whether the image sequence belongs to depressed or 
non-depressed subjects. 

First we considered gender independent GMM modeling, 
in which depressed and non-depressed models were trained 
using image sequences of both male and female adolescents 
of respective class. Figure 4 depicts the variation of the 
correct classification accuracy with number of Gaussians in 
the GMMs. It can be seen that 256 Gaussians in the GMM 
for each class maximizes the classification accuracies in 
both depressed and non-depressed class image sequences.  
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Figure 4: Correct classification accuracy based on the gender independent 

GMM modeling 

Table I explains the average classification accuracies of the 
30 second image sequences of depressed and non-depressed 
subjects with optimum number of Gaussians in the mixture 
model. Results in the first row are based on the gender 
independent GMM and rest of the results are based on the 

3725



gender independent GMM. Gender dependent models are 
trained and test with the images of subjects with respective 
gender and class. Results in Table I indicate that 6% 
accuracy improvement with the gender based depression 
models compared with the gender independent models. This 
indicates gender oriented complexities in symptoms of the 
depression. Past studies also found significant gender based 
differences in the organizational properties of expressed 
emotions [2][15] in depressive adolescents. 

Table I: Correct classification accuracy 

Testing Data Training Data
Number of 

Gaussians in 
GMM

Male + Female 
Male only

Female only

Male + Female 256
Male only 64

Female only 64

Correct classification (%)
Depressed Non Depressed

75.6 69.84
77.6 64.3
85.5 87.66  

We also found higher accuracy in detecting image 
sequences of depressed female subjects than the image 
sequences of depressed male image sequences. Our 
experimental results from this prospective are in line with 
the psychologist’s observations [2], that detecting depressive 
symptoms is less challenging in females than in male 
adolescents.  

IV. CONCLUSION 
In this paper we modeled the characteristics of facial 

expressions to detect video sequences of depressed and non-
depressed subjects. Proposed framework consists of 
following steps; 1.Face detection, 2.Facial land mark 
localization, 3.Gabor wavelet feature extraction and 
4.Depressed and non-depressed content modeling using 
GMM. We used 18 landmarks which represent the mouth, 
nose, eyes and eye brow regions, and 40 coefficients were 
extracted per landmark, in our experiments first we 
optimized the number of Gaussians in the GMMs to 
maximize the classification accuracy. We also compared 
both gender based and gender independent depressed and 
non-depressed modeling techniques; and found 6% accuracy 
improvement with the gender based models which achieved 
78.5% average accuracy. Similar to the previous 
observations reported by the psychologist, we also found 
that video contents which mainly include expressed 
emotions, of depressed female subjects can be detected with 
higher accuracy than the contents of male depressed 
subjects.  

Since this is a preliminary study with smaller dataset, 
where subjects have same skin color, belong to same race 
and none wore spectacles, jewelry or bandages, we hope to 
extend the experiments on large number of subjects of 
different skin colors and races in the future. 
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