
  

 

Abstract——Ultrasound-guided biopsy is a proficient 

mininvasive approach for tumors staging but requires very 

long training and particular manual and 3D space perception 

abilities of the physician, for the planning of the needle 

trajectory and the execution of the procedure. In order to 

simplify this difficult task, we have developed an integrated 

system that provides the clinician two types of assistance: an 

augmented reality visualization allows accurate and easy 

planning of needle trajectory and target reaching verification; 

a robot arm with a six-degree-of-freedom force sensor allows 

the precise positioning of the needle holder and allows the 

clinician to adjust the planned trajectory (cooperative control) 

to overcome needle deflection and target motion. Preliminary 

tests have been executed on an ultrasound phantom showing 

high precision of the system in static conditions and the utility 

and usability of the cooperative control in simulated no-rigid 

conditions. 

I. INTRODUCTION 

INIMALLY invasive percutaneous procedures under 

image guidance have a wide variety of applications in 

the fields of medical diagnostics and therapeutics. These 

procedures employ long, fine needles to access remote 

targets in the patient’s body percutaneously. Biopsy and 

drug delivery are typical applications where these 

techniques are frequently used. Compared to equivalent 

clinical interventions performed under open surgery or 

laparoscopy, percutaneous needle punctures are fast, 

inexpensive, and minimize patient trauma. On the other 

hand it requires the localization of the target and of the 

needle trajectory using some forms of medical imaging 

technology. Among these technologies, the use of 2D 

ultrasound is common because of its minimal equipment 

requirement and real-time visualization. In practice, the 

target, such as a lesion suspected of being cancerous, may 

reside deeply within the body and may be adjacent to 

organs and tissues sensitive to injury. This makes precise 

needle placement of critical importance, but such precision 

is generally difficult to achieve in free hand procedure 

execution. The combination of poor image quality of the 

ultrasound images, their two-dimensional limitations and 

the flexibility of the needles used in these procedures, 
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determine frequently many trajectory adjustments for the 

target reaching and sometimes the physician cannot 

conclude the procedure with the consequence big waste of 

time and stress for the patient. For these reasons the success 

of ultrasound guided interventions deeply depends on the 

clinician’s abilities and requires very long training and 

particular manual and mental 3D reconstruction capability 

for the planning of the needle trajectory and the execution 

of the procedure. In the last years some technological aids 

have been developed to enhance the accuracy and to 

minimize the ability dependence using navigation system 

and/or robotic systems. In[1] Cleary et al. present a review 

of four interventional robotics systems: the AcuBot for 

active needle insertion under CT or fluoroscopy, the B-Rob 

systems for needle placement using CT or ultrasound, the 

INNOMOTION for MRI and CT interventions, and the 

MRBot for MRI procedures. A lot of works have been 

developed on robotic system for transrectal [2] and 

transperineal biopsy of the prostate with ultrasound 

guidance[3]. A robotic tool with an automatic image-guided 

control based on “visual servoing” is presented in [4] and 

[5]. On the other hand several navigation system for 

percutaneous interventions have been the subject of studies 

[6]-[9]. Fitchinger et al.[7] introduced an image overlay 

system to assist needle placement with CT scanning and 

Khamene et al. [9] showed an approach to biopsies 

performed using a 3D augmented reality guidance system 

with the using of Head Mounted Display (HMD). 

Commercially there are some navigation systems for 

percutaneous intervention, such as the Traxtal PercuNav 

[10] available in United States and Esaote Virtual Navigator 

[11]. 

The first integrated systems that offer both navigation 

functionalities and robotics [12]-[15] have emerged in 

recent years. In[15] Boctor et al. propose the use of a dual 

robotic arm system that manages both ultrasound 

manipulation and needle guidance and a navigation system 

based on 3D Slicer (http://www.slicer.org/).  

Our system is also based on the combination of the 

advantages of virtual reality and robotics in one integrated 

system. The idea is to provide the clinician an augmented 

reality system, that allows to plan accurately and easily the 

trajectory and intra-operative helps him to execute the 

procedure, and a robot that allows to obtain the necessary 

precision. The system is designed to provide great accuracy, 

while keeping the biopsy procedure simple and intuitive: 
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the clinician has only to select the biopsy target directly on 

the US image, using the mouse, and a skin entry point on 

the patient's body, using a digitizer. Subsequently, the robot 

positions the biopsy needle handler along the trajectory 

defined between these two points. In order to guarantee 

maximum safety, the insertion of the needle and the bioptic 

sampling is left to the manual execution of the clinician. An 

interactive graphical interface is provided to the surgeon 

with a 3D virtual scene where the optically tracked needle 

and probe and the relative scan plane are shown in real time 

beyond the traditional 2D View of ultrasound scan. A 3D 

model of anatomy reconstructed from precedent CT dataset 

can be integrated and visualized in the virtual scene. In 

order to compensate inaccuracy due to patient’s motions or 

needle deflection we implemented a surgeon-robot 

cooperative control by means of a force/torque sensor. In 

this manner the robot, after the planned position 

achievement, follows the surgeon’s movements allowing a 

fine adjustment of the needle trajectory in a natural manner 

during the needle insertion.  

II. MATERIAL AND METHODS 

A. Hardware Design 

The setup of the system, represented in Fig.1, consists of 

an ultrasound image system (Au3 partner, Esaote 

Biomedica) equipped with a probe (Esaote 3.5 MHz CA11), 

an industrial 6 Degree Of Freedom (DOF) Robot Samsung 

ATI 2 with servo-controller, an optical localization system 

(Optotrak Certus, Northern Digital Inc.) and 2 Personal 

Computers (PCs). The navigation system and the graphical 

user interface are implemented on the first PC (PC1), while 

the cooperative control of the robot runs on the second one 

(PC2). The robot is equipped with a mini-45 Ati 

force/torque sensor (www.ati-ia.com), which is used as 

input data for the surgeon-robot interaction controller. The 

force values are acquired using a National Instrument 

PCI_6026E (www.ni.com) data acquisition card  with a 

sampling time of 1ms. 

The needle is handled by a holder fixed on the force sensor, 

which is attached to the robot wrist. This holder has been 

realized following two stages of design in order to find the 

most useful solution. The first prototype has been designed 

and manufactured as a 1 DOF mechanical slide. It is 

composed by two parts: one is fixed to the force sensor and 

then to the robot, while the other one is the effective slide 

which has been designed with the right tolerances to 

improve sliding without falling. Thanks to its geometry and 

to the boundary conditions created, this guide allows a 

stable insertion into soft tissues minimizing deflections of 

the needle. A second version of the holder prototype has a 

small cylindrical hollow handle to improve ergonomics 

when the robot is in shared-control modality. Both versions 

are equipped with infrared leds for the 3D localization of 

the end-effector in the space of the intervention. 

B. Calibration of the System Components 

The optical localizer is used to acquire and refer all 

geometrical relations, involved in the system, in the same 

reference frame by means of optical sensors placed on the 

instruments. The optical sensor attached to the ultrasound 

probe allows to acquire the 3D location of the sensor, rather 

than the one of the scan plane, required to determine the 3D 

position of the target. It is therefore necessary to find the 

position and orientation of the scan plane with respect to the 

reference system of the optical sensor. In the same manner 

the optical sensor on the robot end-effector provides the 

sensor position rather than position and orientation of the 

needle. These rigid-body transformations are determined 

through a calibration process.  

Ultrasound calibration. Performing calibration by 

scanning an object with known geometric properties 

(phantom) has been a research topic for many years, starting 

from the simplest  formed by a pair of cross-wires [16] or 

by a 3D pointer [17] to arrive to complicate phantom as the 

Z-fiducial phantom [18]-[21]. After several experimental 

trials implementing some type of phantom, we have decided 

to employ 2D alignment phantom [22] on the base of the 

good results we obtained in spite of simple phantom 

realization and calibration procedure. A 2D alignment 

phantom is based on the alignment of the scan plane with a 

thin board. The phantom realized is an epoxy resin shape 

absorbed in a water tank. Four corners of the shape are 

located in space using a digitizer then these corners are 

segmented manually in the ultrasound B-scan, thereby 

solving for the spatial calibration parameters.  

Robot Calibration. To allow the robot the execution 

some trajectories in global reference system (optical 

localizer), it is necessary to determine the geometric relation 

between the robot end-effector (E reference system) with 

the optical sensor frame (F reference system) and between 

the global reference system and the robot reference system. 

The problem can be summarized in the simultaneous 

calculation of two unknown spatial relations (X, T Fig. 2). 

This problem is the same as the hand-eye calibration 

problem, well-known in robotics. The major part of existing 

solutions brings back to the resolution of a equations system 

 
Fig. 1. Setup of the system. 
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of the type: 

A×X=X×B                  (1) 

where A, B, X are homogeneous transformation matrix. A 

is the motion of the E  reference system and B is the motion 

of the F reference system. In literature there are several 

solutions for this problem we have implemented a simple 

method based on Lie algebra [23]. This calibration must be 

performed at the beginning of the procedure and every time 

the robot or the localizer are moved. 

C. Software design 

We have developed two software applications: the first 

one that implements the navigation system running on the 

PC1 and the second one that implements the clinician-robot 

shared control running on the PC2. 

Control Software. In the first phase of the procedure the 

robot is under position control in  the robot reference 

system (implemented by robot controller). Based on the 

target and skin entry point location, the position of robot 

end-effector in the robot frame is determined (knowing the 

robot and needle calibration). Then the robot moves to the 

desired position with the appropriate orientation. A second 

position control loop in the global reference system has 

been implemented by means of the localizer to minimize the 

position error due to the industrial robot. This controller is 

embedded in the navigation system running on the PC1. 

After the desired position and orientation is reached, the 

clinician switches to “shared control” modality, the robot 

follows the surgeon movement by means of an admittance 

control law: the robot movement is proportional to the 

exercised forces: 

x=Kf                    (2) 

where x: 6x1 position and orientation vector; K: 6x6 

diagonal matrix; F: 6x1 force and torque vector. 

 The application control software is implemented in C++ 

language and runs on PC2. This application can be divided 

in two main modules: the acquisition module that manages 

the force sensor reading and filtering, and the control 

module that implements the control law and manages the 

communication with the robot low level controller. 

Navigation System. Registering the pre-operative 

information relative to a patient (obtained by means of 

radiological devices) to the intra-operative information in 

the surgical room, consisting in the real patient and 

traditionally and supplementary (localized) devices, our 

system can offer the potentialities of surgical navigation, 

where the surgeon’s perception is drastically improved by 

means of a virtual scene, with virtual surgical instruments 

and virtual patient aligned with the real instruments and 

patient. 

The system is based on the EndoCAS Navigator platform 

[24] a modular open architecture that allows rapid 

developing of new functionalities. It allows: rapid 

generation of virtual patient specific models, their 

registration (ICP- Iterative Closest Point algorithm) and 3D 

visualization in a window using OpenSG library 

(www.opensg.com), the localization and visualization of 

surgical instruments interfacing with several tracking 

systems and all visualization functionalities present in a 3D 

virtual environment like changing point of view and the 

transparencies of the various objects, lights, etc. 

In our system we visualize a 3D virtual scene with patient-

specific virtual anatomy, the real time position of the 

ultrasound probe (with its 2D image), the target position, 

the selected entry point, the calculated trajectory and the 

instantaneous pose of the real needle (Fig. 3). In addition 

there is a conventional 2D window for the visualization of 

the ultrasound image where the surgeon selects, using the 

mouse, the target point of the procedure. Whereas the entry 

point on the skin is acquired using a digitizer.  

III. PRELIMINARY EXPERIMENTS AND RESULTS 

At first the system has been evaluated by non expert 

physicians in free hand biopsy procedures. To assess the 

performance and the accuracy of the system two types of 

experiments have been conducted. A first set of experiments 

have been made to test the global accuracy of the needle 

placement that depends on the several calibrations (robot, 

ultrasound probe, and needle) performed. The error was 

characterized in ideal rigid conditions using a home-built 

phantom composed of three peas of different diameter (10, 

8 and 6 mm ) of agarose (3% solution) positioned in a water 

tank. The goal of each trial was the insertion of the needle 

inside the selected pea after the selection of its centre as 

target, without manual correction on the orientation of the 

needle holder proposed by the robot and without patient-

specific virtual anatomy models. Ten trials have been made 

 
Fig. 2 The transformations between different reference systems at 
pose 1 and pose 2. (R: Robot; Opt: Optotrak; E: End-Effector;  F: 

optical sensors). 

 
    (a)                                                  (b) 

Fig. 3 Screenshot of the navigation system: a) conventional 2D View; 
b) 3D virtual view with patient specific virtual  anatomy, and tracked 

instruments 

5112



  

for each pea. The results are shown in table 1. The reaching 

of the pea indicates that the positioning error of the needle 

is lower than the radius of the pea. A second series of 

experiments have been performed to evaluate the usability 

of the cooperative control for the compensation of needle 

deflection, deformation of tissue and target movement. For 

this type of experiments we used a tissue like liver by Kyoto 

Kagaku (www.kyotokagaku.com), which intrinsically 

determines the above mentioned errors. Further an 

additional random error was introduced moving the surgical 

bed of few centimeters after the selection of the target 

(simulated tumors present in the phantom) and the 

trajectory planning. In this way the user cannot reach the 

tumor with the only insertion of the needle. Then the 

cooperative control is activated, in this modality the robot 

follows the user movements, the user can adjust the 

trajectory of the needle in a natural way ( as in a freehand 

biopsy). The user can select again the target on the 

ultrasound image, then the new trajectory is visualized in 

the 3D virtual scene, allowing the user to place the needle 

for target reaching more easily. Thirty trials were performed 

by 3 non expert users. In all cases the user was able to place 

the needle for target reaching (verified on the ultrasound 

image).  

IV. CONCLUSIONS  

In this paper we presented an ultrasound-based biopsy 

system that provides clinician two types of aids: surgical 

navigation and robotic assistance. Surgical navigation 

enhances physician’s perception allowing accurate and easy 

planning of the needle trajectory and target reaching 

verification. In particular the simultaneous 3D visualization 

of anatomy and of the scan plan drastically simplifies target 

localization. The automatic positioning of the needle holder 

coupled with the cooperative control functionalities allows 

to execute correctly abdominal bioptic procedures. 

Nowadays clinicians don’t feel comfortable with leaving the 

whole percutaneous procedure to a robotic system. 

Therefore our system can offer a valid trade-off between 

full automatic and manual needle insertion. The ability and 

the body of knowledge of the doctor are perfectly integrated 

and mutually cooperate with our robotic platform . 
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TABLE I 
GLOBAL ACCURACY OF THE NEEDLE PLACEMENT 

Pea diameter N°. trials % Success Error 

10 mm 10 100 < 5 mm 

8 mm 10 100 < 4 mm 

6 mm 10 60 < 3 mm 

 

5113


	MAIN MENU
	CD/DVD Help
	Search CD/DVD
	Search Results
	Print
	Author Index
	Keyword Index
	Program in Chronological Order
	Themes and Tracks

