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Abstract

This work proposes a method for reconstruction of mul-

tivariate signals with missing parts of the data. The

proposal consists in employing an artificial neural net-

work (ANN), specifically recurrent multilayer perceptron

(RMLP), to restore the missing intervals of the multivari-

ate signals. In RMLP network, every neuron receives in-

puts from every other neuron in the network previous layer.

In this approach, a RMLP was trained for each multi-

variate signal in dataset. The network input patterns con-

sist of a number of attributes which is the number of chan-

nels available, except for the channel with missing data.

At each discrete time sample RMLP has input patterns and

one desired output that is the channel with missing data.

For that channel with missing data, the input pattern con-

tribution is the previous output from RMLP. The time vari-

able ranges from the beginning to just before the missing

data. Each pattern is presented to ANN more than once,

as an iteration process. After training, this ANN is used

to predict the missing values, with time within the missing

part of the signal.

The training was done in several situations, varying the

number of iterations for training and the learning rate.

Looking at results obtained from testing dataset, in gen-

eral, optimal results were observed for good quality sig-

nals. On the other hand, signals which most of the chan-

nels are low quality, with low SNR, it was observed that

when missing data channel had a moderate quality, the

reconstruction was still good. However, if missing data

channel was noisy, the reconstruction, in general, was not

good. This could be explained by the fact that ANN is

strongly dependent on the desired output channel, getting

to learn with certain efficiency even when some of the in-

puts are noisy.

1. Introduction

In medical multivarite signals settings [1], we frequently

face the problem of misdetection of one or more compo-

nent signal due to various causes, including electronic fail-

ure and noise corruption. Therefore, the data in such sit-

uation is incomplete. The method proposed here aims to

recover the missing data parts using recurrent multilayer

perceptron.

Recurrent multilayer perceptron (RMLP) is a neural net-

work in multilayer perceptron architecture where connec-

tions between units form a directed cycle. This creates an

internal state of the network which allows it to exhibit dy-

namic temporal behavior. Unlike feedforward neural net-

works, RNN can use their internal memory to process ar-

bitrary sequences of inputs. This makes them applicable to

tasks such as unsegmented connected handwriting recog-

nition, where they have achieved the best known results.

This special case of the basic multilayer perceptron

(MLP) architecture was employed by Jeff Elman [3]. A

three-layer network is used, with the addition of a set of

”context units” in the input layer. There are connections

from the middle (hidden) layer to these context units fixed

with a weight of one. At each time step, the input is propa-

gated in a standard feed-forward fashion, and then a learn-

ing rule is applied. The fixed back connections result in

the context units always maintaining a copy of the previ-

ous values of the hidden units (since they propagate over

the connections before the learning rule is applied). Thus

the network can maintain a sort of state, allowing it to per-

form such tasks as sequence-prediction that are beyond the

power of a standard multilayer perceptron.

Jordan’s networks, due to Michael I. Jordan [2], are sim-

ilar to Elman’s networks in terms of recurrence. The recur-

rence implies that network output is fed back to input [4,5]

The context units are however fed from the output layer in-

stead of the hidden layer. Elman’s and Jordan’s networks

are also known as ”simple recurrent networks” (SRN).

2. Methods

It was used a recurrent neural network (Jordan’s Net-

work), in order to reconstruct missing values of one chan-

nel, given a multivariate channel. The number of net-

work inputs is exactly the number of channels of one sig-

nal, composed by all channels except the one with missing

gap plus the last network output, that is implied by recur-

rence. So, for each multivariate signal, a different network

is trained and used to predict the missing samples.

The RMLP was developed using Java language inside
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Figure 1. Diagram representing the network training. The inputs are the values of each channel (except for the one with

gap) plus the last network output. Then, the network output is compared with the desired value in channel with gap. This

is done for samples between 0 ≤ t < 715000. After training, samples between 715000 ≤ t < 75000 are passed through

the network and each output is considered one missing values from the gap.

an open architecture software platform named JBioS. Such

platform allows programmers to rapidly develop methods

for signal processing and analysis. The platform has basic

functionalities to support signal loading from files and net-

work streams, graphical signal plotting, and mathematical

operators in order to speed up method implementation.

As it is known, all signals and all channels are com-

posed by 75000 samples and all missing gaps by 3500

samples (last 30 seconds). For training, it was first de-

tected the channel with missing values. This is done by

comparing mean and standard deviation of last 3500 sam-

ples of each channel. In addition, fully flat channels were

removed from training due to its inability to predict future

values. It was detect by comparing the minimum and max-

imum value of the entire channel.

2.1. Architecture

The employed architecture involves an output layer that

represents the recovered signal, a hidden layer fully con-

nected with the input layer, and the multivariate signal with

each of the channels representing the input nodes. One

should observe that exists an additional input node rep-

resenting the recurrence, feedbacking the network output.

Figure 1 shows a schematic illustration of network archi-

tecture.

2.2. Transfer function

The neurons in RMLP used have the sigmoid transfer

function, as in equation bellow.

f(x) =
1

1 + e−x

(1)

2.3. Network training

The RMLP was trained with backpropagation method,

with a learning rate value of 0.1. The training was repeated

for 500 cycles in each dataset considering the time interval

which signal is completely available. The network training

can be summarized as follows:
• Samples of each channel (except the one with the gap)

in time t are selected and introduced in network inputs.

The last network output (recurrency) is also used as an in-

put. Then, values are passed throughout the network and
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