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Abstract

Heart rate variability (HRV) analysis is well-known to

give information about the autonomic heart rate modula-

tion mechanism. In order to avoid erroneous conclusions,

it is of great importance that only sinus rhythms are present

in the tachogram. Therefore, preprocessing of the RR in-

terval time series is necessary. This paper presents an

advanced automated algorithm to preprocess RR intervals

obtained from a normal ECG.

Validation of this algorithm was performed on one hour

ECG signals of 20 pregnant women. R peaks before and af-

ter preprocessing were manually revised for spurious and

missed R peak detections. Before preprocessing, more than

1% of the detected R peaks were incorrect while prepro-

cessing corrected more than 94% of these errors leading

to an overall error rate of 0.06%. Our automated prepro-

cessing technique therefore restricts the manual data check

to the absolute minimum and allows a reliable HRV analy-

sis.

1. Introduction

Heart rate variability (HRV) analysis is well-known to

give information about the autonomic heart rate modula-

tion mechanism. In order to avoid erroneous conclusions,

it is of great importance that only sinus rhythms are present

in the tachogram. Therefore, preprocessing of the RR in-

terval time series is necessary [1, 2]. R peaks have to be

detected accurately in the ECG and missed peaks or false

peaks have to be corrected. Also ectopic or supraventricu-

lar beats have to be removed.

A commonly used automated preprocessing technique

is the 20% filter [3]. RR intervals differing more than

20% of the previous interval are replaced by the aver-

age value of the 5 preceding and 5 following intervals:

RRnew =
1

10

∑i=5

i=−5,i 6=0
RRold+i. However, this simple

technique is not accurate. Moreover, Figure 1 shows that

this preprocessing technique would introduce errors in the

Figure 1. Correct R peak detections. Preprocessing ac-

cording to the 20% filter would introduce errors.

RR interval time series as the difference between 891 ms

and 683 ms is 30%.

Instead of manual revision of all the detected R peaks,

a new automated method is proposed which restricts the

manual data check to the absolute minimum and allows a

reliable HRV analysis.

2. Methods

2.1. Data acquisition

The data for this study are part of a larger project that in-

vestigates the influence of stress and anxiety during preg-

nancy. For this project 140 women, aged 18-40, are re-

cruited from 10 to 12 weeks gestation onwards. Inclu-

sion criteria are: no current substance abuse problems, no

severe psychiatric problems and no pregnancy-associated

medical problems such as diabetes or hypertension. The

participants are subjected to Holter monitoring, during

which the ECG is recorded at 1000 Hz by the Vrije Uni-

versiteit - Ambulatory Monitory System [4]. One hour of

the Holter recordings of 20 women were randomly selected

for this study. During the selected recordings, the women

were awake and were doing their normal daily activities.
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Table 1. Performance measures (# R peaks)
Before preprocessing After preprocessing

# correctly detected (TP1) # correctly removed (TN2)

# falsely detected (FP1) # falsely removed (FN2)

# falsely undetected (FN1) # falsely unremoved (FP2a)

# correctly added (TP2)

# falsely added (FP2b)

2.2. Preprocessing algorithm

During automated R peak detection, which is performed

by the Pan-Tompkins algorithm [5], false detections occur

mostly due to noise. Often, noise causes spurious R peak

detections, which is harmless, since no information is lost.

On the other hand, undetected R peaks always result in the

loss of information [1].

Figure 2 shows the flowchart of the preprocessing al-

gorithm. The proposed technique attempts to recover cor-

rect RR intervals by summing consecutive small intervals

and thus removing spurious R peaks. To check whether

an interval is too small, a reference RR interval (RRref ),

which is empirically set as a weighted average of three pre-

vious RR intervals, is used for comparison. In case of a

small RR interval (RRi < 0.7RRref ), a summation with

preceding and following RR intervals is optimized in the

way that the resulting sum is closest to RRref . If no op-

timal summation can be found (RRsum < 0.7RRref or

1.3RRref < RRsum), the small RR interval is flagged for

manual revision. Therefore, these flagged intervals are re-

jected as part of a new reference interval. Too large RR

intervals (RRi > 1.8RRref ) are evenly divided in smaller

intervals in order to obtain RR intervals that are closest to

RRref .

2.3. Performance measures

To quantify the performance of the preprocessing algo-

rithm, a comparison of the detected R peaks before and af-

ter preprocessing is made with respect to the manually an-

notated R peaks. Table 1 shows the performance measures,

which categorize the detected and undetected R peaks be-

fore and after preprocessing. Using these measures, the

performance of the preprocessing algorithm is quantified

by means of the error rate, which is defined as the ratio

between the number of errors and the actual number of R

peaks (TP1+FN1). Before preprocessing, the error rate is

expressed as:

errorbefore =
FP1 + FN1

TP1 + FN1

.

After preprocessing, the error rate is determined by:

errorafter =
FN2 + FP2a + FP2b + FN1 − TP2

TP1 + FN1

.

3. Results and discussion

Figure 3 demonstrates the performance of the prepro-

cessing algorithm. Instead of altering the value of small

RR intervals, like the 20% filter does, this preprocessing

technique succeeds in recovering the correct RR intervals.

The results of the performance measures on the 1h ECG

recordings of the 20 pregnant women are shown in Table

2. Application of the Pan-Tompkins algorithm resulted in

an error rate (errorbefore) of 1.0936%. This indicates that

the Pan-Tompkins algorithm detected almost 99% of the R

peaks correctly. Preprocessing corrected more than 94%

of these errors leading to an overall error rate (errorafter)

of 0.0624%. Remark that the flagged intervals are not yet

manually corrected. However, in 12 out of the 20 cases,

there were no errors detected after preprocessing.

Table 2. Results of the performance measures (# R peaks)

Before preprocessing After preprocessing

TP1 = 108987 TN2 = 1151

FP1 = 1185 FN2 = 29

FN1 = 7 FP2a = 34

TP2 = 3

FP2b = 1

Table 3 demonstrates the importance of preprocessing

by displaying the mean and standard deviation of the RR

intervals before and after preprocessing as well as the ac-

tual values. Data of only 5 women are presented, including

the data of the 3 women who scored the worst after prepro-

cessing (ID 503, 508 and 509). In those cases, meanNN

and SDNN before preprocessing show large deviations of

the actual values. Consequently, the use of these values

may lead to erroneous conclusions. However, preprocess-

ing corrected most of the errors, leading to very small de-

viations, even in the worst cases.

Table 3. Mean and standard deviation of the RR intervals:

the actual values and the values before and after prepro-

cessing
meanNN [ms] SDNN [ms]

ID actual before after actual before after

503 657.68 622.97 657.68 89.41 153.59 89.54

504 687.64 687.38 687.64 84.31 85.22 84.31

507 772.03 759.97 771.86 71.02 107.40 71.18

508 694.18 660.19 694.18 59.18 136.29 59.55

509 683.89 653.95 683.89 37.49 120.17 37.65

These results indicate the excellent performance of the

preprocessing technique. Manual revision of the flagged

RR intervals is not even strictly necessary. This is espe-

cially favorable during Holter monitoring.

De Chazal et al. proposed a preprocessing algorithm

that was also based on summing small RR intervals and

evenly dividing large RR intervals, but no detailed algo-

rithm was presented [6]. Their preprocessing algorithm
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Figure 2. Flowchart of the preprocessing algorithm.
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Figure 3. Performance of the proposed preprocessing algorithm (black: RR intervals before preprocessing [ms], green:

RR intervals after preprocessing [ms]).

resulted in only 98.6% correct R peak detections. It is how-

ever difficult to compare these results because a different

validation set was used.

4. Conclusions

This paper presented a new algorithm for automated pre-

processing. This algorithm managed to recover correct RR

intervals by using information on previous RR intervals in-

telligently, resulting in 99.94% correct RR intervals after

preprocessing. Also, the mean and standard deviation of

preprocessed RR intervals showed minimal deviations of

the actual values, restricting the manual data check to the

absolute minimum and allowing a reliable HRV analysis.
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