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Abstract  

Due to the overwhelming volume of published scientific pa-
pers, information tools for automated literature analysis are 
essential to support current biomedical research. We have 
developed a knowledge extraction tool to help researcher in 
discovering useful information which can support their rea-
soning process. The tool is composed of a search engine 
based on Text Mining and Natural Language Processing 
techniques, and an analysis module which process the search 
results in order to build annotation similarity networks. We 
tested our approach on the available knowledge about the 
genetic mechanism of cardiac diseases, where the target is to 
find both known and possible hypothetical relations between 
specific candidate genes and the trait of interest. We show that 
the system i) is able to effectively retrieve medical concepts 
and genes and ii) plays a relevant role assisting researchers 
in the formulation and evaluation of novel literature-based 
hypotheses.  
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Introduction 

Current biomedical research is starting to increasingly rely on 
automated literature analysis. Text Mining (TM) and Natural 
Language Processing (NLP) provide algorithms and tech-
niques for automated summarization and analysis of textual 
content, so that it is possible to extract and interpret the infor-
mation contained in literature databases and repositories. This 
task is particularly important in the early stage of any study, 
when gathering the available knowledge about the problem of 
interest is crucial in formulation of initial hypotheses and 
planning of the next research tasks. Several TM systems exists 
which can help us expose relevant biomedical literature [1] in 
order to retrieve available knowledge which is relevant to us-

er’s interest, like finding all publications about a disease can-
didate gene. The challenge is to broaden and deepen this 
search to expose possible other useful information for proposal 
of novel hypotheses [1 - 3]. For instance, an added value could 
be the suggestion that the candidate gene is often related to 
another gene, which has not been previously considered.  

We describe the tools that we are developing to provide such 
kind of support. In particular, we focused on genetic studies, in 
which a set of initial hypotheses of genes-disease association is 
made on some candidate genes, so that the first step is to ex-
plore the recent literature to confirm their possible role in the 
disease mechanism. We extracted the concepts of interest 
(genes and medical terms, like pathologies) using a structured 
knowledge base like Unified Medical Language System 
(UMLS), by which we derived genes/disease annotation. Then 
we implemented a similarity metric that is based on a rele-
vance measure of the terms for each gene. In this way the ap-
proach identifies which terms are shared between genes. The 
results of such analysis can be summarized as a graph in which 
the proximity of the nodes reflect how tightly related are these 
terms according to the available literature.  

We tested our tools for the INHERITANCE research project, 
which aims to translate basic knowledge of the aetiology and 
pathophysiology of genetic dilated cardiomyopathies (DCM) 
into routine clinical practice and to identify novel therapeutic 
strategies. We show how our automated literature analysis 
strategy was able to both correctly reconstruct the available 
knowledge and support researcher’s new hypotheses formula-
tion and evaluation. 

Materials and Methods 

The analysis method we propose aims at derive a literature-
based gene annotation by extracting UMLS terms related to 
diseases from the abstracts of the publications referencing each 
gene. The overall analysis consists of 3 main steps:  
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• querying PubMed via Web Services to retrieve the 
most recent literature about specific genes/diseases 

• automated extraction of concepts (genes/disease) from 
PubMed abstracts based on NLP techniques 

• construction of annotation/co-citation networks to in-
terpret available knowledge and suggest new hypothe-
ses that can be tested. 

 

Figure 1 – Schematic representation of the analysis pipeline 

The literature searching engine 

The first module we developed is a searching engine which 
exploits the NCBI Web Service implementation of the Entrez 
Programming Utilities (EUtils) [4]. EUtils are software tools 
that provide access to Entrez data outside of the regular web 
query interface, in order to retrieve search results in another 
environments. In particular, the  Web Service implementation, 
which enables developers to access Entrez Utilities via the 
Simple Object Access Protocol (SOAP). The modules query 
PubMed to retrieve scientific papers dealing with the genes of 
interest in XML format, so that their title and abstracts can be 
automatically processed and analyzed . 

Abstracts text mining  

The system is aimed at extracting both medical concepts (dis-
eases, in particular) and genes, from titles and abstracts of arti-
cles obtained from PubMed databases. To work out this task, 
we have implemented a text extraction system that relies on a 
language processing environment called GATE [5].  The text 
analysis is handled through seven different steps, scheduled in 
a pipeline-like architecture. The first five steps are typical of 
many text mining systems and are in order: Text Tokenization, 
Sentence Splitting, Part Of Speech (POS) Tagging, Lemmati-
zation and Noun-Phrase (NP) Chunking. The last two modules 
of the pipeline, i.e. the UMLS Concept Extractor and the Gene 
Extractor, have been designed specifically for our purposes. 

The Text Tokenizer operates in two stages: the simple identifi-
cation of parts of text separated by blank spaces and the man-
agement of the language-dependent exception to the basic rule. 

The Sentence Splitter separates the sentences within the text. 
The so-called “ANNIE POS Tagger” module assigns each 
previously identified token to the grammatical class (POS) that 
it belongs to. The Lemmatizer derives the lemma belonging to 
every token. The Noun-Phrase-Chunker is aimed at identify-
ing noun phrases (NP) within the text. The NP identification 
has proven its usefulness in many text mining tasks, because 
most searched concepts are contained in NPs [6]. 

The UMLS Concept Extractor module accomplishes the task 
of extracting medical concepts from the text. It relies on the 
resources available within the Unified Medical Language Sys-
tem (UMLS) [8], one of the National Library of Medicine 
(NLM) projects. In particular we exploited the UMLS Meta-
thesaurus, a large database containing health-related concepts 
coming from many different source vocabularies. Among the 
different sources, our systems relies on the main ones: MTH 
(the official vocabulary of the Metathesaurus) and MSH (Med-
ical Subject Headings), both provided by the NLM [9]. The 
module starts its analysis generating a set with all the possible 
substrings of each noun phrase in the document. For each to-
ken contained in the noun phrase those substrings are gener-
ated considering the token itself and its lemma. At this point 
the module sends a query to the database storing the concepts 
for each string. When a positive matching arises, the system 
makes another query aimed at identifying the official name of 
the found concept and creates a new annotation on the docu-
ment. 

Finally, the Gene Extractor finds the genes names present in 
the analyzed text. The identification is related to the whole 
abstract document, as the exact position of the name in the 
phrase is not what we are seeking. As well as the UMLS Con-
cept Extractor, also the Gene Extractor relies on a database, 
which is directly derived from the Entrez Gene NCBI’s data-
base [10] (we consider human genes only). The module starts 
evaluating each token found by the Text Tokenizer in order to 
discard strings which do not fit with a standard gene represen-
tation (for example a string candidate to represent a gene must 
have almost one capitalized letter and can’t be composed only 
by digits). Once the set of candidate strings is defined the 
Gene Extractor sends a first query to the database for each 
string, trying to find the string between all official genes names 
and their synonyms. When a match with an entry is found, a 
second query is sent in order to find out the official name of 
the gene previously identified. 

Once that articles titles and abstracts have been retrieved for 
each candidate gene contained in the initial set (11 and 18 
genes for Hypertrophic Cardiomyopathy and Dilated Cardio-
myopathy respectively, see Results section for more details), 
these textual resources pass through the text mining pipeline 
just described. The analysis is therefore the same for titles and 
abstracts, but the results are kept separate in order to preserve 
the possibility of a further separate management of the results. 
From the first set of abstracts analysis, the system exploits the 
output of the Gene Extractor in order to build a new, larger, set 
of co-cited genes which are cited together with the first candi-
date ones. Then, for each gene of this augmented set, we re-
trieve articles titles and abstract from PubMed; all of these 
textual resources pass again through the analysis pipeline, now 
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ending with the UMLS Concept Extractor. By now the system 
is able to associate an array to each gene belonging to the lar-
ger set. The array contains the name of the diseases cited in the 
articles titles and abstract relative to the gene and, for every 
disease, the number of citation occurrences. At this point all 
the arrays are passed to the annotation measure and analysis 
module described in the next section. 

Annotation networks 

Our final aim is to derive a literature-based gene annotation by 
extracting UMLS terms related to diseases from the abstracts 
and the titles of the publications referencing each gene. Infor-
mation about each gene in our study can be therefore repre-
sented by a gene annotation profile A, composed by a set of 
UMLS terms indicating diseases or symptoms and the counts 
of their occurrences in PubMed entries.  

Formally, for the gth gene, Ag is a feature vector which con-
tains a set of tuples agj = {tgj, fgj}, with tgj being the annotation 
term (i.e., a UMLS term) and fgj the frequency the term ap-
pears in the annotation (i.e., the total number of times that the 
UMLS term tgj is included in the papers citing gene g, with j 
ranging from 1 to the number of annotation terms found to be 
relevant for gene g). To expose the important terms for each 
gene, we applied a TF-IDF (Term-Frequency Inverse Docu-
ment Frequency) transformation. TF-IDF is a popular tech-
nique used in Vector Space Model approaches [11] for the 
preprocessing of textual documents. Within this model, docu-
ments are represented by vector of features where each term is 
weighted according to its  importance in the document. For a 
term t found in a document d of a document corpus D, the TF-
IDF weight is computed as:  
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where TF(t,d) is the term frequency in the document d, and 
IDF(t) is defined as:  
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where |D| is the number of documents in the document corpus 
and DF(t) the number of times a term t appears in all docu-
ments.  

Since we represent a gene by a vector of UMLS terms, the 
documents correspond in our case to genes and |D| is the total 
number of genes. As a result of this weighting scheme, a term 
indicating a disease is considered as an important annotation 
for a gene if it occurs frequently in the publications related to 
that gene. On the other hand, terms about diseases or symp-
toms that are not specific for a gene are rated as less important 
due to their low IDF. The weighted annotation profiles were 
then normalized.  

One of our purposes was to test if the proposed gene annota-
tion method is able to find groups of similarly annotated genes 
that are in fact known to be similar as they play an important 
role in the same disease. In addition, we aimed to find other 
genes related to cardiomyopathies. For these reasons, we 

needed a similarity measure that reflected the degree of gene 
similarity in terms of their feature terms and weights. To com-
pute the similarity between the annotation profiles of two 
genes g1 and g2, we resorted to the cosine similarity between 
the TF-IDF vectors Wg as follows: 
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A similarity of 1 means that g1 and g2 have exactly the same 
terms and weights, while a cosine value of zero means that the 
two annotation vectors are orthogonal and had no match. To 
have a graphical visualization of the groups of similarly anno-
tated genes we created gene association networks, where the 
genes are the nodes of a network and they are linked if their 
similarity is greater then a threshold (in our case set to 0.7).   

The information coming from our literature-based annotation 
was used to build three types of gene annotation profiles: i) 
Titles, including for each gene only the terms extracted from 
the titles of the gene-related PubMed entries; ii) Abstracts, 
including only the terms extracted from the abstracts of the 
publications. iii) Titles+Abstracts, obtained by including all 
the terms from Titles and Abstracts and  for each of them add-
ing the corresponding weights resulting from TF-IDF. 

Finally, we developed a Python procedure to process the gene 
annotation profiles, to evaluate the pair wise similarities and to 
create network files in a standard format. A network has been 
created for each of the annotations (Titles, Abstracts, Ti-
tles+Abstracts). The networks were visualized using an inter-
active network exploration module provided by the software 
Orange [12]. Giving information about gene names and attrib-
utes to this software, it is possible to show gene symbols next 
to each node, underline the genes of interest and make a zoom 
on a specific region. The software allows the selection of some 
nodes of interest (in our case the genes related to cardio-
myopathies and their annotation-similar genes) in order to 
visualize their attributes. Giving as input data the weighted 
annotation vectors to Orange, we were also able to visualize in 
a table (see Figure 2 in Results section) the terms rated by TF-
IDF scheme as the most important terms for our genes of in-
terest and for their annotation-neighbors. 

Results 

We tested the strategy and tools described above to analyze 
data concerning Hypertrophic Cardiomiopathy (HCM)  and 
Dilated Cardiomiopathy (DCM), which are the pathologies 
being studied in the Inheritance Project. HCM and inherited 
DCM are most commonly transmitted as an autosomal domi-
nant traits is and they have been associated to mutations in a 
number of genes that encode for one of the sarcomere proteins.  
11 loci (relative to genes TNNT2, TTN, MYBPC3, ACTC, 
TPM1, MYH7, MYH6, MYL2, MYL3, TNNC1, TNNI3) are 
known to be associated to HCM and 18 associated to DCM 
(TNNT2, TTN, MYBPC3, ACTC, TPM1, MYH7, which are the 
same as for HCM, together with ABCC9, CLP, CTF1, DES, 
DMD, DSP, LDB3, LMNA, MVCL, PLN, SGCD, TAZ) [13]. 
We used the two lists as starting set of candidate genes that we 
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want to investigate1. Through the search engine and the extrac-
tors modules we retrieved 1409 concepts and 866 other genes 
that are co-cited in the 30 most recent abstracts dealing with 
each of those initial genes and the 15 most recent abstracts for 
each of the other genes. For brevity, here we present and dis-
cuss the results of the Titles+Abstracts analysis, as it is the 
more informative combination we obtained2. The computed 
networks involve a great number of genes and  other medical 
terms which are cited together with the initial ones, as well as 
all genes/medical terms related to the derived genes. Thus, we 
identified the spatial distribution of the initial sets, which have 
been highlighted in different colors: blue nodes are the six 
common associated genes, the orange ones are HMC related 
genes, the  pink ones are the DCM related genes and the green 
filled ones are genes not mentioned in the known list but with 
an high co-citation index with the term “cardiomyopathy” 
(Figure 2). 

 

Figure 2 – Most important terms for some of the genes of in-
terest and for their annotation-neighbors 

 

Figure 3 – Zoom on the HCM network . Blue nodes are the six 
common associated genes, orange nodes are HMC-related 

                                                           
1 Our elaboration took into account also synonyms of the gene names 
reported in [13]. In particular, our figures use ACTC1 for ACTC, 
COTL1  for CLP and VCL for MVCL. 
2 Titles are too shorts, and lead to very low connected network; how-
ever we kept the importance of the presence of a gene name or medi-
cal term in the title to strengthen Abstract-only results 

genes, pink-nodes are DCM related genes and the green-filled 
nodes are genes highly co-cited with the term cardiomyopathy 

 

Figure 4 -  Zoom on the DCM network 

Figure 3 shows a snapshot of the region including the labeled 
genes for the network computed starting from the HCM related 
genes, while Figure 4 shows labeled genes for the network 
computed starting from the DCM related genes. Both of them 
are discussed in the next session. 
 

Discussion 

In this study we exploited the available knowledge about the  
genes which are known to be associated with the trait i) in or-
der to perform an internal validation of the knowledge extrac-
tion capability of our tools, and ii) as a “background” to which 
new hypotheses of association can be compared. 

In the first case, the results shown in the previous section con-
firm that the annotation networks built with our approach are 
able to reconstruct the existing knowledge, as the genes in-
volved in cardiomyopathy are always clustered together. In 
particular, the six core genes (labeled with blue nodes in the 
figures) are always tightly connected, and the other genes re-
lated to HCM (highlighted in orange) always belong to the 
same clusters. This result gives a sufficient confidence that the 
algorithms have been properly set up to be able to extract evi-
dence that we already know to be true. Similarly, networks 
show how the genes specifically related to DCM are on the 
contrary not so strictly linked to the HMC genes cluster, but 
they tend to be more scattered away from it. This also reflects 
the fact that current knowledge does not allow differentiating 
treatments on the basis of the different subtypes of DCM. 
Medical and interventional treatment strategies for DCM coin-
cide with those optimised and indicated in the guidelines of 
scientific societies for HCM, congestive heart failure and atrial 
or ventricular arrhythmias or conduction disease. On the other 
end, the spatial distribution confirms the researcher hypotheses 
that DCM genetic mechanisms should be quite different from 
HCM ones. 

Finally there are also some genes (green-labeled in figures) 
which are closely connected to the other known genes. Then, 
as the consideration made above gives us a good confidence 
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that the literature analysis can properly extract knowledge, the 
new genes (green-filled nodes) related to the known ones  may 
be interpreted  as new candidate genes which could be further 
investigated. 

Conclusion 

In this paper we described a method for automated analysis of 
scientific literature. The tool is based on presentation of con-
cepts in the association network, where concepts are related 
with respect to their similarity manuscript annotations in the 
most recent publications. We show how we can effectively 
retrieve medical concepts and a list of problem-related genes 
using this tool, which can play a substantial role in assisting 
researchers in the formulation and evaluation of literature-
based novel hypotheses.  

Our analysis investigates the data on the most recent published 
manuscripts, because the main interest is on the new findings, 
which have not yet been included in secondary databases that 
keep track of validated biological associations (e.g. OMIM, 
GAD, etc). The results depend on the abstracts content speci-
ficity. Our case study showed that the graphical representation 
can greatly facilitate results inspection, and the network tool is 
completely integrated with a data mining suite which provide a 
variety of other modules that can be used for further investiga-
tion of the subset of interesting genes. 

The text mining process is comparable with the many already 
available tools, and a performance evaluation and comparison 
in term of precision and recall over a significant dataset is still 
ongoing. Nevertheless, our systems presents some peculiari-
ties: i) the knowledge base on which the term recognition re-
lies consists in whole terminological databases, while in gen-
eral other systems use ad-hoc and manually cured collection of 
terms (moreover, this gives the system a greater modularity 
and scalability); ii) the similarity networks are based on a 
weighted measure of term’s importance for a gene, and iii) the 
networks are able both to represent the current knowledge and 
to guide the hypothesis generation process. 

The main assumption underlying the interpretation of the an-
notation similarity networks is that they associate concepts that 
are often referred to in the same manuscript and for this reason 
may have similar manuscript-based annotations. Notice that 
this does not (necessarily) correspond to a statistical or bio-
logical association between genes and diseases, but may 
nevertheless suggest a possible relation. 
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