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Abstract 

Part of speech taggers need a considerable amount of data to 
train their models. Such data is not readily available for med-
ical texts in Portuguese. We evaluated the accuracy of a mor-
phological tagger against a gold standard when trained with 
corpora of different sizes and domains. Accuracy was the 
highest with a medical corpus during the complete training 
process, achieving 91.5%. Training on a newswire corpus 
achieved 75.3% only. Furthermore, an active learning tech-
nique has been adapted to the POS tagging task. The algo-
rithm uses a POS tagger committee to isolate the sentences 
with the highest disagreement indexes for manual correction. 
However, the method was not able to reduce training and tag-
ging times when compared to a random selection strategy. We 
encourage that future works employ some effort in order to 
annotate a small amount of random data in the domain of 
study, which should be enough for higher accuracy rates. 
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Introduction 

Natural language processing (NLP) has been studied and ap-
plied on a broad range of domains and languages across the 
world. An important use case is the automatic mapping of nar-
rative EHR content to biomedical terminologies such as 
SNOMED CT [1], which provides the basis of clinical deci-
sion support systems. NLP tools are used for sentence and 
token boundary detection, acronym recognition and expansion 
and syntactical analysis of sentences. POS tagging is essential 
in this process to identify each token part of speech class and 
to assign the corresponding tag (e.g., V for verb, ADJ for ad-
jective, etc.) to the term. This task can easily be addressed by a 
set of language-independent tools publicly available via the 
internet. These tools need only to be trained on a previously 
tagged corpus in order to build a language-dependent model. 

English medical corpora are widely available, but Portuguese 
corpora are less common. Although pilot projects (like the one 
conducted by the Interinstitutional Center for Research and 
Development in Computational Linguistics in São Paulo Uni-
versity [2]) built tagged newswire corpora, the usage viability 

of these models on different domain, e.g. medicine, is still un-
der discussion. 

Hahn and Wermter [3] assessed the performance of POS tag-
gers trained on the NEGRA corpus of German newspaper texts 
when applied on a German database of medical documents 
called FRAMED. They concluded, “POS taggers cannot only 
be immediately reused for medical NLP, but they also — when 
trained on medical corpora — achieve a higher performance 
level than for the newspaper genre”. 

However, they also cite the work of Campbell and Johnson 
[4], which came to an opposite conclusion: POS taggers 
trained on newspaper data cannot be used on the medical do-
main without a new training process on a medical corpus. 

In this paper, we want to give our own answer to this question, 
focusing on discharge summaries written in Portuguese, which 
is the focus of our main project. We also evaluated an active 
learning approach to accelerate the construction of a gold 
standard for the medical domain. 

Materials and Methods 

Newspaper and Medical Corpora 

We used both a newspaper and a medical corpus in order to 
study this question. The newspaper corpus, named MAC-
Morpho, is a compilation of 1,167,183 texts published in the 
Folha de São Paulo newspaper during the year of 1994. The 
corpus was compiled by the Lácio-Web [2] project from 
NILC-USP. 

The medical corpus contains two collections of discharge 
summaries from the Clinical Hospital of Porto Alegre, Brazil. 
2,453 discharge summaries cover the whole range of clinical 
specialties during one month (June 2007) and 5,617 discharge 
summaries were taken from the cardiologic department, cover-
ing a time span between June 2002 and May 2007. The corpus 
has been obtained from a partnership program between the 
Pontifical Catholic University of Paraná and the Federal Uni-
versity of Porto Alegre and has not been made publicly avail-
able due to privacy concerns. 

In order to minimize efforts and keep compatibility between 
the corpora, we used only a fraction of the entire corpus. Le-
zius [5] argued that many German taggers were successfully 
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trained on corpora variable from 20,000 (more common) to 
200,000 (rarer) tokens. Based on that, we used a fraction of 
randomly acquired 120,000 tokens from each corpus. 

We then extracted one out of ten sentences available in the 
corpora to produce a gold standard for each domain. After 
that, we collected some statistics from the final corpora, which 
we show on Table 1. 

Table 1 - Corpora sizes 

Corpus Corpus 
Fraction 

Sentences Tokens 

Gold 495 13,810 Newspaper 

Training 4,533 123,019 

Gold 595 12,451 Medical 

Training 5,964 123,018 
 
In the next step, we evaluated the newspaper and medical 
models on the medical gold standard over a set of iterations 
where training corpus size was continually increased. 

Active Learning Strategy 

We further analyzed an active learning strategy proposed by 
[6] to build a tagged medical corpus in Portuguese. The active 
learning approach, commonly applied during the training 
process of syntactical classifiers, is used there as a method for 
corpus construction. In our work, we employed a committee-
based approach, which uses a committee of POS taggers to 
select the sentences with the highest disagreement indexes and 
thus indicate priority in manual correction. 

In order to accomplish that goal, we first calculated the sen-
tence disagreement index Dsent(s) for each sentence without 
manual correction on a given iteration. That index equals to 
the average of the token disagreement indexes Dtok(t) seen on a 
sentence. Ranged 0 to 1, those indexes show how inconsistent 
are the results of a tagger committee on a token or on a sen-
tence view. Equations 1 and 2 were proposed by [7] and show 
those relations mathematically using a measure called vote 

entropy. Here, 
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We created an OpenNLP [8] model for each training iteration 
and evaluated it on a gold standard that has been previously 
tagged, revised by domain specialists and isolated from the 

training corpus. We stored the measured accuracy and an av-
erage of Dsent(s) indexes observed on the non-revised sentences 
in a relational database. We also stored the number of tokens 
that had been manually corrected for graphical analysis. 

We ran the entire procedure three times, one for each meth-
odological direction: (a) heterogeneous tagger committee, (b) 
homogeneous committee, and (c) homogeneous committee 
with optimal initial set. The use of different approaches aims 
at reducing errors due to a set of distinct taggers (approach b) 
and a non-optimal initial set of sentences (approach c). 

In the first approach (a), we used a heterogeneous committee 
that combines a rule-based tagger (Brill Tagger) with four 
statistical taggers (OpenNLP, MXPOST, TreeTagger and 
QTag). Performance has been evaluated based on the model 
created for OpenNLP, which is the tool used in our other pro-
jects. We chose the initial collection of sentences randomly. 

In the second approach (b), we applied a homogeneous com-
mittee composed of OpenNLP tagger trained on five different 
subsets of data. Nevertheless, we measured accuracy based on 
a model trained on all data available per iteration. The initial 
set was randomly chosen as in the first approach. 

Finally, in the third approach (c) we also employed selection 
by homogeneous committee, but with an optimal non-real ini-
tial set. We chose the best sentences for training based on a 
model trained on data available on the entire corpus. The aim 
of this approach is to test the hypothesis that the initial set of 
sentences influences all subsequent iterations. 

Results 

Newspaper and Medical Corpora 

Figure 1 shows OpenNLP accuracy evaluated on the medical 
gold standard according to the number of tokens used in the 
training process. The red and the blue lines express the results 
for the medical and the newspaper corpus used for training, 
respectively. 

Active Learning Strategy 

Similarly, Figure 2 shows OpenNLP accuracy for different 
training set sizes. Now, however, we compare active learning 
strategy (red line) with a simple strategy, like random selection 
(blue line). In both cases, the gold standard and the training 
corpus belong to the medical corpora. 

Figure 3 shows the Dsent(s) average observed in the subset of 
non-trained sentences for the heterogeneous committee-based 
approach. As in Figure 2, blue and red lines express, respec-
tively, the active learning and random selection strategies. 
Flattening seen on the line beginning convey the need of a 
minimal amount of data to correctly train the taggers. Addi-
tionally, the abrupt dip in the end indicates process conclusion, 
when there were no more sentences available for training. 
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Figure 1 - Learning curves on the newspaper corpus (blue line) and on the medical corpus (red line), evaluated on medical data. 

 

Figure 2 – Learning curves of active learning-based selection (red line) and random selection (blue line), 
trained and evaluated on medical data. 

 

Figure 3 - Sentence disagreement index for active learning-based selection (red line) and random selection (blue line).
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Discussion 

When testing different approaches for active learning as pro-
posed above (see “Materials and Methods”), we found similar 
results to those presented before. We then realized that active 
learning strategy should be adapted for POS tagging task in 
order to significantly reduce the manual tagging effort. 

However, our results lack some statistical rigor. For example, 
a more precise result would have been found if we had run the 
random selection process at least three times. Nevertheless, 
our experience shows that data would have been similar and 
would not have affected conclusions presented here. 

Despite that, a rigorous study would require the same initial 
set for random and active learning selections. The initial set 
influence was tested as described in the third approach pre-
sented above. We found that even an optimal initial set did not 
produce better active learning results. 

Nonetheless, we could have tested other methodological ap-
proaches. The first one would be plotting learning curves as a 
function of number of sentences, not tokens. The second one 
would use 3/4 of the data available per iteration for the train-
ing process of each tagger, as proposed by [9]. Anyway, based 
on our experiments, we are certain that those variations would 
not considerably affect the conclusions of our work. 

Conclusion 

Our work confirm Campbell and Johnson [4] results: taggers 
trained on newspaper data cannot be readily used to tag medi-
cal data. At least in Portuguese, an OpenNLP model trained on 
a collection of 4,533 sentences (123,019 tokens), randomly 
chosen from the MAC-Morpho corpus of Brazilian newspaper, 
tags correctly only 75,3% of tokens from a collection of 595 
sentences (12,451 tokens) arbitrarily chosen from a corpus of 
discharge summaries in Portuguese. 

Comparing OpenNLP learning curves in the newspaper and in 
the medical corpus, we noted that newspaper data is more het-
erogeneous and more grammatically complex than medical 
data. Not only is the learning process in newspaper data slower 
and more sinuous than on medical data, but also the sentences 
are longer on that domain. 

Considering that accuracy rates around 96.4% are expected 
[10], we encourage a domain-specific corpus to be build. 
However, our implementation of the active learning strategy 
for corpus construction [6] reached different results. We could 
not reduce manual correction effort by means of active learn-
ing when compared to a simple strategy like random selection. 

Settles and Craven [11] reported similar results on a larger 
study with eight corpora from different domains. They realized 
that vote entropy is biased toward querying shorter sentences, 
which in our work showed as little or no value. 

Our work showed additionally that manual tagging of around 
30,000 tokens is enough to build a probabilistic POS tagger 
that accounts for an accuracy of 90% in the medical domain in 
Portuguese. Using a four times bigger sample, the tagger 

reached an accuracy index of 91.5%, which assures 
OpenNLP’s feasibility to annotate Brazilian hospital discharge 
summaries with POS tags. 
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