
  

 

Abstract—Subarachnoid hemorrhage (SAH) is a da ngerous 
neurological event with a very short t ime window for early 
diagnosis. Clinical diagnoses performed in a lab  seek to 
quantify bilirubin in cerebrospinal fluid (CSF) as a biomarke r 
for SAHs; however laboratory assays suffer from l engthy 
protocols, interference from hemoglobin, and the availability of 
expertise.  Substantial impr ovements in the  determination of 
bilirubin concentration in the p resence of he moglobin in CSF 
are demonstrated in this work.  Concentration estimates within 
15% for bilir ubin in the range of 0.2  to 1.6 mg /dl were 
determined for CSF samples containing fresh hemoglobin 
concentrations ranging from 0.05 to 0.25 g/dl.  To demonstrate 
extensibility of the system with respect to more complete mock 
SAH samples, sample sets with one additional species of bo th 
hemoglobin and bilirubin, meth emoglobin and alpha-bilirubin, 
respectively, were tested and yielded results within 25% of 
actual values, as measured by standard chemical assays of 
preparations prior to mixing. 

I.  INTRODUCTION 
CCURATE and precise quantification of bilirubin, a 
blood component normally present at low 

concentrations in human cerebrospinal fluid (CSF), can 
provide evidence of the life-threatening neurological 
condition, subarachnoid hemorrhage (SAH).  The often rapid 
progression of neurological events following the onset of an 
SAH may require aggressive treatments such as em ergency 
brain surgery in order to avoid irreversible brain damage, 
coma, or death.  Because many patients e xperiencing SAH 
report only “thunderclap” or migraine-like headac hes, a 
symptom shared with many medical conditions, 
symptomatic diagnosis without quantitative analysis is 
highly unreliable [1]. 
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II. BACKGROUND 

A. Clinical Need for Point-of-Care Bilirubin 
Quantification 

The primary tool for diagnosis of SAH when 
hemorrhaging is suspect is the computed topography (CT) 
scan.  However CT scans can result in false negatives, so it 
is standard clinical practice to co-a dminister a CT scan of 
the brain with a bilirubin assay of spinal fluid obtained from 
a lumbar puncture.  Th e assay requires two hours to 
complete, and every m inute that an SAH is allo wed to 
progress untreated diminishes the patient’s prognosis by 
limiting opportunities for less aggressive treatment options.  
For this reason, a rel iable, robust point-of-care device is 
needed to address the important clinical need for immediate 
SAH diagnosis [1]. 

B. Interference from Hemoglobin 

When CSF is obtained from a spinal tap, a doctor may 
inspect the sample against a white background such as a lab 
coat sleeve to determ ine if the sample appears yello w and 
thus warrants further tests su ch as quantification of CSF 
bilirubin or a CT.  Althou gh simple and usually reliable, 
visual examination for bilirubin in a CSF sam ple is o ften 
impaired by hemoglobin or its decomposition products, 
present from either a hem orrhage or a bloody spinal tap 
making visual examination unreliable.  Additionally, 
chemical and spectro photometric analysis using assays of 
bilirubin is also impaired when hemoglobin is present using 
conventional quantification methods [2]. 

C. Previous Work 

To date, the collaborators on this project h ave been 
involved with the development of two previous generations 
of the device platform reported here for the quantification of 
bilirubin in CSF samples that also contain moderate 
concentrations of oxyhemoglobin.  The initial effort by 
Bhadri et.al validated the bas ic proof-of-concept device [3].  
It was de veloped as a working prototype; however, it was 
not capable of reliable quantification of real CSF samples.  
The device consisted of a l aptop computer and an Ocean 
Optics USB-2000 spectrophotometer connected to a lapt op 
via a USB 2.0 port.  More recently Beyette et al. reported on 
the migration of the original proof-of-concept 
implementation into a stand-alone point-of-care device with 
onboard computing [4].   

The second version of the device (called the Bilibox by the 
development team) features more robust functionality and 
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software modularity.  For th is version, three duplicate 
prototype systems have been assembled and t ested.  T hey 
use a 600MHz Overo board (Gumstix Inc.) running a Linux 
operating system and utilizing a p artial least-squares 
regression (PLSR) signal analysis algorithm.  Computing 
modules written in C are m anaged by Python sc ripts.  The 
user interface is d isplayed on a t ouch screen that al so 
provides readouts of estimated concentrations and error 
codes [5].  The Bilibox is expected to be submitted for FDA 
approval in 2011.  In this work, the second generation device 
performance is used as t he benchmark for evaluating the 
alternative computation module written for this purpose. 

D. Objective of This Work 

The previous effort has demonstrated a clear ab ility to 
quantify bilirubin in CSF with the confounding presence of 
hemoglobin also in the CSF sample.  However, the previous 
work treats the hemoglobin as a single constituent molecule.  
This simplification does not acco unt for the rea lity that the 
hemoglobin molecule takes on sl ightly different optical 
characteristics based on the atomic species b onded to the 
hemoglobin molecule. More specifically, it is w ell known 
that various forms of hemoglobin (meth-, oxy-, deoxy-, etc.) 
contribute slight variations in the absorbance spectrum.  The 
primary goal of this work is to establish a n ew signal 
processing methodology that enables the independent and 
simultaneous quantification of t hese various hemoglobin 
constituents.  It is believed that the ability to independently 
quantify the major forms of hemoglobin will have two 
primary advantages over the previously reported approaches.  
First, more accurate quantification of the va rious 
hemoglobin forms will lead to an im proved accuracy and 
dynamic operating range for bilirubin quantification.  
Second, by providing accurate quantification of the 
individual hemoglobin forms, the point-of-care device for 
analysis of CSF w ill add additional clinical data that may 
have a s ubstantial impact on patient diagnosis and 
subsequent medical care in cases of suspected SAH.  

III. EXPERIMENTAL SET-UP AND METHODS 

A. Sample Preparation 

Bloody CSF samples are prepared using fresh hemoglobin 
from human blood, drawn within a week previous to testing.  
Red blood cells are fi rst separated from the plasma using 
centrifugation and rinsed with 0.9% NaCl prior to lysing to 
remove plasma-sourced protein and bilirubin.  Biliru bin is 

sourced from a bilirubin calibrator (Wako Diagnostics, Inc.) 
that consists of 40% solubilized and unconjugated and 60% 
conjugated bilirubin, lyophilized to allow rehydration to a 
precise concentration. 

B. Device Hardware 

The hardware configuration used for data collection 
consists of a USB-4000 compact spectrometer and UV-VIS 
light source (Ocean Optics). Identical to the cuvette-loa ded 
device previously described by Beyette [4], with the 
exception of an alternative software computation module for 
calculating estimates, the system is capable of capturing and 
analyzing absorbance spectra in the wavelength range of 350 
to 700 nm.  The point-of-care system hardware is shown in 
Figure 1. 

C. Chemical Analysis 

Multiple assays were used to provide a quantitative tool for 
development of the device and validation of the prototype 
performance.  The hemoglobin assay uses Drabkin’s reagent 
in a 96-well pl ate and is m easured using the absorbance of 
the reaction product, cyanomethemoglobin, at 540 nm.  This 
method is noted by Han et al. [5].  A commercially available 
fresh hemoglobin calibrator from Sigma-Aldrich was used to 
produce a first-order linear trend line over the concentration 
range of in terest for each assay.  Biliru bin was quantified 
with the standard diazo assay at 600 nm [6] on a 96-well 
plate using a bilirubin calibrator from Wako, Inc.   
Calibration of th e assay w as performed similarly to the 
hemoglobin, instead using a b ilirubin calibration standard.  
All samples were prepared in duplicate, assayed in triplicate, 
and measured spectrophotometrically in duplicate.  Data 
presented are av erages of multiple measurements for 
identical preparations. 

D. Formation of Hemoglobin Species 

For the preparation of methemoglobin from 
oxyhemoglobin, potassium cyanide was titrated into a dilute 
oxyhemoglobin solution until the 540 nm peak characteristic 
of methemoglobin stopped increasing with further 
incremental additions and the two secondary oxyhemoglobin 
absorbance peaks between 500nm and 600nm were no 
longer present.  This was taken to be 100% methemoglobin.  
The residual potassium cyanide could potentially introduce 
error by continuing to convert oxyhemoglobin after mixing, 
although no such error was readily apparent from the data or 
observations. 

E. Software 

The primary computation software package and 
development environment used for development was Matlab 
with the Optimization and Signal Processing toolboxes.  
Final implementation for the curve-fitting algorithm will be 
in C an d Python using substantially equivalent methods to 
those used in Matlab. 

 
Figure 1 - Bilibox Prototype SLA Packaging and Electronics 
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IV. SPECTRAL ANALYSIS 

A. Algorithm Overview 

The absorbance data c ollected from the spectrom eter are 
analyzed as indicated by the flow chart in Fig ure 2.  An 
absorbance spectrum of a  CSF sample is capt ured and 
analyzed with curve-fitting according to the additive model.  
Concentration-dependent adjustment functions that were 
previously computed offline are used to adjust the estimates 
provided by the fit. 

B. Spectrum Preparation 

Spectra are collected in the form of vectors, with each 
entry corresponding to wavelengths between 460 nm to 615 
nm.  Smoothing and baseline shifting is performed in order 
to remove noise and sample variations not attributable to the 
species of interest. 

Reference library curves, consisting of pure-species 
absorbance spectra of all spe cies of interest, were collected, 
smoothed using cubic splines, and normalized to obtain the 
molar extinction coefficient (MEC) profiles.  These spectra 
generally correspond to literature MEC curves , but are 
somewhat unique to the spectrometer and pre processing 
steps used.  To avoid baseline shifts due to varying levels of 
unanalyzed CSF proteins, derivative curves are c omputed 
and fit using the two-point slope equation using forward 
differencing, rather than fitting using the absorption curves. 

C. Model Development 

The mathematical model used for analysis is 
fundamentally the sum of the relationship described by 
Beer-Lambert’s Law for all species present, i. e. 

 

ܣ ൌ ∑ ݈߳ ܿ       (1) 
 

where Ai is the total absorbance at wavel ength i, cj is t he 
concentration of species j, εi is th e molar extinction 
coefficient at wavelength i, and l is the path length. 

When computing single-species molar extinction 
coefficients where Ai, c, and l are known, εi can be computed 
for all wavelengths.  This is essentially the normalized pure-
spectrum absorbance, unique to the spec ies but m ostly 
independent of the spectrometer. 

D. Non-Linear Least Squares Fit 

A non-linear curve fitting algorithm was used to pro vide 
estimates by fitting molar extinction coefficient profiles to a 
sample spectrum by iteratively adjusting coefficients for 
each species according to the provided model to get  a 
composite curve [7].  The iterative adjustment continues 
until the sum of the square of the differences between the 
sample spectrum and the composite curve computed at each 
point is m inimized below a given tolerance for th e entire 
wavelength range of interest.  In other words, the solution 
found for the Equation (2) [8], 
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where F(x,xdata) is the wavelength-dependent function for 

absorbance described by the chosen model equation. 

E. Calibration Adjustment 

To correct for b inding of h emoglobin to bilirubin, a 
calibration set of samples with known concentration is 
analyzed with the least squares algorithm using the model in 
Equation (1) and the estimates compared with the known 
values.  Co ncentration dependent functions that relate 
relative error to the sam ple space are c omputed for ea ch 
species.  After initial analysis of a sam ple, the error 
functions are computed and negated from the initial 
estimates to produce the a djusted concentrations that are 
reported. 

V. RESULTS 

A. Comparison with Predicate Device 

Performance was eval uated on the basis of relative error 
between estimates provided by the algorithms and 
concentrations obtained from standard chemical assays.  
Relative error was calculate d for e ach of 42 samples and 
values averaged for all sam ples of the same bilirubin 
concentration, excluding those below 0.25 mg/dL bilirubin. 

Figure 3 shows a co mparison of the algorith m proposed 
here versus the algorithm used in the Bilibox (i.e. the second 
generation prototype).  The plot shows average relative error 
in the quantification of bilirubin.  For the lower end of the 
evaluated concentration range, the new algorithm performs 
better than the PLSR alg orithm currently in use in the 
Bilibox.  This is significant as this is the concentration range 
that is most likely to enable earlier d iagnosis for 
questionable cases.  It is also  worth noting that at th e high 

 
Figure 2 - Spectral Analysis Algorithm Flowchart 
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end of the concentration range, the proposed algorithm has 
performance comparable to the PLSR algorithm.   

B. Performance with Additional Species 

   To further investigate the u tility of the system, two 
additional species, unconjugated bilirubin, also called alpha- 
bilirubin (Frontier Scientific), and methemoglobin, prepared 
from oxyhemoglobin from fresh human blood were tested in 
combinatorial mixtures with the Wako bilirubin and 
untreated oxyhemoglobin.  A cal ibration set of 81 (or 34) 
samples was used.  T he system was then validated with 225 
samples (or 32x52) samples. 

The results are p resented in Figure 4.  Biliru bin 
concentrations tested were in the range of 0 t o 1.6 mg/dL, 
and hemoglobin concentrations ranged from 0 to 0.25g/dL.  
For comparison, the horizontal axis designates the 
concentration as a perce ntage of that species’ highest 
concentration in the sample set.  As ex pected, the relative 
error generally decreases with increasing concentration, 
however because of the large number of samples needed to 
calibrate the system for many species, resolution of the 
concentrations used for th e calibration set is sacrificed  in 
order to m aintain a m anageable sample set size using 
standard manual laboratory methods.  Al l estimations were 
within 25% of their actual values for the samples tested, with 
error averages for all sa mples of the same co ncentration 
below 20%. 

VI. CONCLUSIONS 
A least squ ares curve-fitting approach, along with 

derivative spectra analysis, has been shown to improve both 
the accuracy and t he extensibility of absorbance 
spectrophotometric analysis of real CSF samples with added 
blood components of known concentrations. The reliability 
of the concentrations estimated by the algorithm is fu rther 
strengthened in several areas by preprocessing steps such as 
smoothing and derivative curve fitting. One explanation for 
the improved performance over the PLSR algorithm is the 
model equation is isolated from the training or calibration 

set, reducing the impact on the entire system of noise in the 
data. the curve-fitting approach allows for separate 
specification of the model equation us ed for a nalysis, 
isolating the model from extraneous term Applications of 
this approach extend beyond the current quantification of 
bilirubin to include a wide variety of other species absorbent 
in the UV-visible range in CSF and potentially other media.  

Further development is n ecessary to cap ture all 
concentration-dependent binding and other interactions for 
all species commonly prese nt in hemorrhagic CSF.  It may 
be necessary to exte nd the wavelength range in order to 
reliably estimate several similar hemoglobin species in a 
single sample.  Also of c oncern is the large number of 
samples used to calibrate a many-species mixture that may 
more accurately describe clinical test s amples.  High 
throughput calibration and automated sample mixing 
processes would reduce development cost and t ime. 
Statistical analysis of many clinical samples with a variety of 
CSF protein and blood species that have arisen from natural 
biological events is necess ary before a ny claims about 
clinical accuracy can be made. 
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Figure 3 - Comparison of average error in bilirubin 
estimations for measurements with hemoglobin present in the 
range of 0 to 0.25 g/dL for the Bilibox and the nonlinear curve 
fit algorithm. 

Figure 4 - Estimation of Species  in CSF using the Adjusted 
Least Squares Curve Fit Algorithm. 
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