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Abstract— We introduce a fault-tolerant strategy to improve
the dependability of a multi-electrode array (MEA), an issue
of considerable concern. We propose an interstitial redundancy
approach with local reconfiguration. Here spare modules are
placed at interstitial sites and can replace neighboring primary
modules when they develop faults. We evaluate the performance
of such a system under different faults to characterize MEA
dependability as a function of redundancy. The results demon-
strate that a considerable improvement in MEA dependability
can be achieved with a well designed increase in redundancy.

Index Terms— Fault-tolerance, dependability, reliability,
availability, intracranial electrodes, intracranial electroen-
cephalogram (icEEG), electrocorticogram (ECoG), implantable
medical device (IMD), brain implantable devices, multi-
electrode array

I. INTRODUCTION

In recent years brain implantable devices have emerged
as a new approach for the treatment of medically intractable
epilepsy [1], one of the most common neurological disorders
affecting between 0.4% to 1% of the world’s population
[15]. Successful treatment is possible pharmacologically for
approximately 64% of this patient population [10], and some
of the remaining approximately 10-20 million patients who
suffer uncontrolled seizures are candidates for brain surgery
[4]. Considerable progress has been made in the past two
decades through the development, testing and deployment
of passive and active neural recording systems for acute,
prolonged and permanent use [3], [8], [16]. Some of these
systems use silicon micromachined electrodes and most use
wires for signal and power transmission. Recognizing the
limits of passive devices active devices have also been
proposed and developed. Currently brain implantable devices
employ electrical stimulation to control seizures [7], [6],
[12]. Other implantable devices under development seek to
warn of an impending seizure, deliver drugs locally or cool
the brain to control seizures.

A brain implantable device for the control of seizures
may require permanent monitoring of brain activity to detect
or predict a seizure. While currently, a small number of
sensors are used, there is mounting evidence that the sensing
solution in epilepsy will involve increasingly larger numbers
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of electrode contacts placed in a dense arrangement, that is,
as a multielectrode array (MEA), to cover parts of the cortex
which are suspected of involvement in seizure initiation.
Such a device is not dissimilar to that used for a brain
computer interface (BCI) and for studies of the brain, and
the strategy proposed here can be readily extended to the
development of a dependable MEAs for those applications.
Recently, MEAs with 252 electrode contacts have been
designed and manufactured [14] and there are strong in-
dications that MEAs with 1,024 electrode contacts will be
available in the near future [2]. The currently available as
well as proposed solutions for continuous real-time monitor-
ing of the electrical activity of the brain are all intolerant
to faults [11]. Faults which affect sensing can arise due to
manufacturing defects, mechanical stress on the sensors or
the connecting wires during surgery, gliosis, or from other
changes in the brain and surrounding milieu. In extreme
cases the development of faults can require a second surgery
to replace the malfunctioning device with a new device.

We believe that the reliable sensing of the human brain for
an extended period of time necessitates fault-tolerant design
to assure system reliability. Here, we consider fault tolerant
approaches for intermittent and permanent faults. Transient
faults typically do not require system reconfiguration and
thus are not considered here. This report focuses on in-
terstitial redundancy, the reconfiguration strategy to recover
from detected faults, and the reliability evaluation of this
dependable system.

II. FAULT-TOLERANT MULTIELECTRODE ARRAY

The goal of fault-tolerance is to improve system depend-
ability which is defined as the ability of a system to deliver
service at an acceptable level of confidence. Of all the
attributes of dependability, reliability and availability are
the two which are most commonly used to characterize it
[9]. The architecture of the implantable device considered
here consists of a MEA with multiple contacts (sensors) and
electronics to condition and digitize the sensed signals. Each
sensor in the sensor array is connected, through a switching
network, to signal conditioning and digitizing circuitry which
includes an amplifier, one or more filters, an A/D converter
and a D/A converter, if one is needed. We assume a modular
design where a sensor and its associated signal conditioning
and digitizing circuitry is defined as a module. We present
a fault-tolerant approach based on hardware redundancy
wherein we seek to detect and isolate a faulty module and
then reconfigure the MEA after isolating and replacing the
faulty module with a healthy spare module.
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We propose incorporating spare modules within the MEA
design based on a defined geometry. We assume a (m, n)
array structure shown in Fig. 1(a), where m is the number of
rows and n is the number of columns of the primary (gray)
modules. A module is either primary (gray) or spare (black).
The spare modules are placed at interstitial sites within
the (m, n) array of primary modules. Such fault-tolerant
structures are represented as an (s, p) interstitial redundancy
array (IRA). In an IRA, each non-boundary primary module
can be replaced by one of the s neighboring spare modules
and each non-boundary spare module can serve as a spare
for its p neighboring primary modules.

IRAs can have different degrees of redundancy depending
on the number and location of spare modules. IRA redun-
dancy is measured by the redundancy ratio , which is the ratio
of the number of spare modules to the number of primary
modules. For example, consider the (4, 4) IRA shown in
Fig. 1(a), where each non-boundary primary module can be
replaced by any one of the four spare modules adjacent to
it, and each spare module is available to its four neighboring
primary modules. The redundancy ratio of this IRA is 1.
Furthermore, in this IRA each of the four corner primary
modules can be replaced by one spare module and the
remaining boundary modules can be replaced by one of the
two spare modules. The relationship between primary and
spare modules can be described by the graph model for
this IRA shown in Fig. 1(b). A node in the graph model
represents a module in the corresponding array structure
shown in Fig. 1(a). If a spare node can replace a primary
node, then in the graph model there is an edge connecting
the two nodes. It can be observed that no two gray nodes
are neighbors since a primary module cannot replace another
primary module. When a faulty primary module is identified
a reconfiguration process is initiated to replace it with a fault-
free spare module. The fault-tolerant method can be designed
with cold spare modules, where a spare module is switched
on only if it is brought online during the reconfiguration
process. Cold spare reconfiguration helps conserve power
and facilitate thermal management of the implantable device.

III. RECONFIGURATION AND RELIABILITY
ANALYSIS OF INTERSTITIAL REDUNDANCY

ARRAYS

Interstitial redundancy uses local reconfiguration to sim-
plify the reconfiguration strategy. This approach is based
on a graph matching approach. The allocation of a spare
module to replace a faulty primary module can be performed
in an optimum manner by employing a maximum matching
algorithm [5]. For example, consider the (4, 4) IRA and its
graph model shown in Fig. 1(a) and Fig. 1(b), respectively. A
subgraph consisting of the four faulty primary nodes and the
fault-free spare nodes that can potentially replace these faulty
nodes can be constructed. An edge connecting a primary
node and a fault-free spare node exists if and only if the
spare node can replace the primary node. It can be observed
that this graph is a bipartite graph since no two primary
nodes or no two spare nodes are adjacent as shown in Fig.

Fig. 1. (a) A (4, 4) interstitial redundancy array (IRA) design with spare
module (black) at the interstitial sites of the primary modules (gray), (b)
The corresponding graph model where each node in the graph represents
a module in the array, with gray nodes representing primary modules and
black nodes representing spare modules. An example set of faults is shown
in (a) and (b) where primary modules (1, 1), (2, 1), (2, 2) and (1, 5) are
faulty, and can be replaced by spare modules (1’, 1’), (1’, 2’), (2’, 1’), (2’,
2’) and (1’, 4’). Here an X marks a faulty module.

Fig. 2. (a) A subgraph of the four faulty modules shown in Fig. 2(a), and
the spare modules which can replace them. (b) A maximum matching of
the bipartite graph in 2(a).

2(a). Any algorithm for maximum flow can be applied to the
directed bipartite graph to determine the maximum matching
[13] shown in Fig. 2(b). This algorithm can either run on an
implanted processor, for example embedded on the MEA,
or on a stand-alone computer that communicates with the
implanted system.

To evaluate the reliability of a system it is assumed that
the system is operating in the useful life phase of the bathtub
curve [9]. Thus, the failure rate is considered to be a constant
value, λ . Under this assumption it can be shown that the
reliability Rm(t) of each module is given by (1):

Rm(t) = e−λ t (1)
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Fig. 3. (a) An example of a (1, 4) IRA with spare modules (black) at the
interstitial sites of the primary modules (gray), and (b) the corresponding
graph model. Compare this to the example (4, 4) IRA shown in Fig. 1.

For simplicity, failure rates of primary and spare modules
are assumed to be equal.

Consider, for example, the (1, 4) IRA shown in Fig. 3(a).
In a (1, 4) IRA each primary module has a single spare
module, while each spare module can serve as a spare for
four primary modules. The redundancy ratio of a (1, 4) IRA
is 0.25. Let such a (1, 4) IRA have N primary modules and an
array size of m x n where m and n are even numbers. Thus,
the MEA has mn/4 or N/4 identical clusters. Each cluster
consists of four primary modules and one spare module. The
reliability of each cluster is the likelihood of having at most
one failed module among the five modules in the cluster.
With the above analysis we can conclude that the reliability
of the (1, 4) IRA system with N modules is given by (2):

R(1,4)(t) = (R5
m(t)+5R4

m(t)(1−Rm(t)))
N/4

(2)

Similarly, the reliability of a (1, 6) IRA can be represented
by (3):

R(1,6)(t) = (R7
m(t)+7R6

m(t)(1−Rm(t)))
N/6

(3)

The reliability analysis of a (4, 4) IRA system, such as the
one shown in Fig. 1, is complex. However, we can find an
approximate solution by considering primary modules to be
associated with one, two, or four spare modules.

Fig. 4 shows the effect of module reliability on MEA
reliability of (1, 6), (1, 4) and (4, 4) IRA MEAs for different
values of N and with a fault coverage C equal to 1. Here fault
coverage is defined as the probability that the system will
successfully recover from faults and maintain an operational
state. It can be concluded that a design with a greater amount
of redundancy, such as a (4, 4) IRA, should be used when
module reliability is low while a design with lower amount of
redundancy can be used when module reliability is high. We

Fig. 4. System reliability of (1, 6), (1, 4), and (4, 4) IRAs with number of
primary modules N= 50, 100, and 200 and module reliability Rm(t) ranging
from 0.9 to 1.0.

have considered a MEA to be fault-free after reconfiguration
if the total number of working modules is equal to the
number of primary modules before the occurrence of the
fault. A higher value of MEA reliability can also be obtained
if a smaller number of working modules suffices to achieve
the desired function, that is, if a partial degradation of system
function is acceptable.

IV. SIMULATION RESULTS

Of the three IRA structures considered in the previous
section, the (4, 4) IRA offered the best system reliability.
Therefore, we chose to simulate this configuration to further
study its capability for fault reconfiguration. Fig. 5 shows the
effect of faulty primary modules on the degree of reconfig-
uration that is possible in a (4, 4) IRA MEAs with 50, 100,
and 200 primary modules. Faults were injected randomly,
and simulation was performed to compute the percentage
of fault reconfiguration possible. It was observed that all
the three IRA structures attained a hundred percent fault
reconfiguration when up to 65% of the primary modules were
faulty. As the number of random faults increased to seventy-
five percent, the (4, 4) IRA with 50 and 100 primary modules
resulted in less than perfect reconfiguration. The MEA with
200 primary modules could recover from all the faults till
the fault percentage increased to 80%. These MEAs did not
have any spare modules on the boundary. The performance
can be further improved by incorporating spare modules on
the boundary, which in effect, increases the redundancy ratio.
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Fig. 5. Fault reconfiguration in a (4, 4) IRA with N = 50, 100 and 200
and percentage of faulty primary modules ranging from 10% to 100%.

V. CONCLUSION

We have introduced an approach to improve the depend-
ability of a MEA. This approach uses space redundancy
with local configuration capability where spare modules are
placed in the interstitial sites of the MEA and can replace
faulty neighboring primary modules. The reconfiguration
process to replace faulty modules in interstitial redundancy is
simple since it involves only neighboring modules. A consid-
erable increase in system dependability can be achieved with
a small increase in redundancy. The concepts presented here
can be applied to implantable devices with multiple sensors
which are employed for other parts of the body and for other
diseases and disorders.
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