
  

  

Abstract—In this paper, we used Recurrence Quantification 
Analysis (RQA) in order to study pre-epileptic characteristics 
in rat’s EEG recordings. Four adult rats were used to collect 
epileptic EEG data in an experiment of animal model of 
epilepsy. Three RQA measures, recurrence rate, determinism, 
and entropy were calculated from EEG recordings from rats. A 
moving average filter was used to identify the decreasing trend 
in pre-epileptic dynamics which will be useful early detection of 
seizures. 

I. INTRODUCTION 
lectroencephalogram (EEG) is temporal recording of 
brain electrical activity. EEG signals are primarily used 

to diagnose and monitor the most common and chronic 
neurological disorder epilepsy which is characterized by the 
occurrence of repeated and unprovoked seizures [1]. 
Seizures are due to abnormal excitation of large groups of 
neurons in various brain regions that temporarily alter one or 
more brain functions. Predicting seizure using quantitative 
analysis of noise corrupted and nonstationary EEG signals is 
not an easy venture [1]-[3]. Theory and practices from 
digital signal processing, chaos and fractals, nonlinear 
dynamical systems have been applied in analyzing electrical 
signals recorded from brain of epilepsy patients for 
anticipation of pre-ictal changes in EEG or prediction of 
epileptic seizures [1]-[5].  

In a previous study, we proposed a fuzzy rule-based 
system for seizure prediction based on changes in correlation 
dimension of intracranial EEG [6]. However, we faced some 
drawbacks of using correlation dimension alone as 
characteristics feature. The reason is that yet it is not proved 
that nonlinear measures are better suited than linear 
measures (for example, coherence, synchronization and 
spectral measures) [1], [7] and it is unclear how correlation 
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dimension behave prior to an impending seizure [8]. 
Moreover, bivariate and multi-variate measures are shown to 
perform better in literature [1]. Therefore, although we 
believe fuzzy logic could be extremely useful in designing 
early seizure detection or prediction system, the feature 
extraction methodology has to be sensitive enough to 
identify any earlier changes in brain dynamics. The 
drawbacks of the nonlinear dynamics based measures are 
their sensitivity to noise. Due to noise the phase space 
trajectory reconstruction and computation of characteristics 
measures may lead to wrong findings. Therefore, advanced 
and robust nonlinear data analysis method is required for the 
further advancement in this area.  

Recurrence quantification analysis (RQA) is a method of 
nonlinear data analysis which has been developed by 
Webber et al. (1992) and Marwan et al. (2002) [9], [10]. One 
of the important advantages of this method is that it does not 
require the assumption of linearity, noiselessness, and 
stationarity of the EEG data [10]. However, since state space 
trajectory needs to be reconstructed to compute recurrence 
matrix, choice of embedding dimension and delay 
parameters plays an important role in RQA [10]-[12]. Phase 
space reconstruction is performed using Taken’s time delay 
embedding theorem [11], [13]. Xioli Li et al. [14] introduced 
recurrence quantification analysis for characterizing rat’s 
EEG in order to find the pre-ictal changes. It has been 
reported that RQA measures can be able to characterize the 
pre-ictal transition of brain dynamics [14]. We found this 
article very interesting and wanted to reproduce some of the 
results as well as finding suitable characteristics measures 
for our future works. The objective of the study was to 
identify if RQA measures can identify any pre-ictal changes 
or even earliest change prior to a seizure onset. In a previous 
study, we had utilized similar RQA measures (average 
recurrence rate, determinism and entropy) in order to design 
a fuzzy logic based prediction system [15]. However, the 
system merely worked as a detection method without much 
success of prediction. We still believe these RQA measures 
would be useful in designing an early detection method and 
lowering the detection delay could be possible. 

In this study, we applied RQA measures in order to study 
the earliest changes in rat’s EEG in an in vitro animal model 
of epilepsy. EEG signals were obtained from four adult rats. 
Three RQA measures: mean recurrence rate, mean 
determinism and mean entropy were computed from EEGs 
and a moving average filter was applied to identify the 
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decreasing trends in the characteristics measures. 

II. MATERIALS AND METHODS 
 The EEG data used in this study were obtained from an 
experiment of animal model of epilepsy. The details of the 
data collection and signal processing are described in 
following sub-sections. 

A. Experiments 
In this study, four adult Sprague-Dawley rats (weighing 

260-350 g.) were used to collect epilepsy EEG data. Animals 
were housed individually in polypropylene cages and 
maintained under a 12h light: 12 h dark cycle at 22±1 ºC. 
Food and water was provided ad libitum.  

Rats were anesthetized, secured in a stereotaxic frame and 
operated upon to implant EEG electrodes as described 
previously [16]. Rats were allowed at least 7 days of 
recovery. Pilocarpine was used to induce status epilepticus. 
Scopolamine was injected 30 min prior to injecting 
pilocarpine to suppress peripheral cholinergic effects.  

For EEG recording, rats were connected to flexible 
recording cables. EEG traces were conditioned using a 
software controlled preamplifier, Animal bio amp 
(Adinstruments Inc.) and acquired with the help of Power 
lab 4/30 (ADinstruments Inc.). Data were collected from 
single channel and recorded in a computer using Lab Chart 
software (ADinstruments Inc.) at a sampling rate of 200 Hz. 
The EEG recording prior to pilocarpine injection was 
considered as inter-ictal baseline. Seizure onset was 
identified by the first visual electrographic change in EEG. 
The time duration between the pilocarpine injection and first 
electrographic change was considered as the pre-ictal state.  

The RQA measures were extracted from four rat’s EEG 
data. The time lengths of EEG data files and pilocarpine 
injection time are given in following table 1. 

 
TABLE I 

STUDIES ON RAT EEG SIGNALS: TIME DETAILS OF EACH EXPERIMENT 
Subject No. Data Length (min) Injection time (min) 

1 40 11.93 
2 50 9.98 
3 35 11.63 
4 80 12.31 

B. Preprocessing & Segmentation 
The raw EEG signal is first filtered using a 4th order 

digital Butterworth band pass filter with low pass cutoff at 
40 Hz and high pass cutoff at 0.5 Hz to mitigate high 
frequency noise and low frequency artifacts. Data were 
normalized to zero mean and one standard deviation prior to 
applying recurrence quantification analysis. Then data were 
segmented using a moving window analysis technique. The 
length of the each segment of EEG was 5 seconds with 2.5 
seconds overlapping between adjacent segments.   

C. RQA Measures 
Recurrence quantification analysis is an advanced method 

of nonlinear data analysis. Recurrence of states is a 
fundamental property of deterministic dynamical systems, 
nonlinear or chaotic systems [9], [10]. This recurrence 
property can be visualized in a phase space by using 
recurrence plots (RP) proposed by Eckmann et al. (1987) 
[17]. Recurrence matrix computation [10], [18] is given by 

 
                      ܴሺ݅, ݆ሻ ൌ ߝሺ߆ െ పሬሬሬԦݔ|| െ  ఫሬሬሬԦ||ሻ (1)ݔ
 
where ||.|| indicates the Euclidean norm, ݔԦ is the 
reconstructed phase space vectors which has to be computed 
from EEG by time delay embedding in space for nonlinear 
analysis, ε is the predefined cut-off distance, and Θ is the 
Heaviside step function defined as: 
 

ሻݏሺ߆                                  ൌ ൜1 ݂݅ ݏ  ݏ ݂݅ 00 ൏ 0 (2) 

 
In this study, we applied RQA measures to rat EEG data 

and extracted three measures, recurrence rate, determinism, 
and entropy [10], [14]. The reason of choosing these three 
features is that they can reveal three important 
characteristics of the underlying dynamical systems. These 
are quantification of recurrence points, determinism and 
complexity of the system [10], [14], [18].  
 RQA is the quantitative analysis of RP. Recurrence rate is 
the quantification of the density of recurrence points in the 
phase space trajectory. Deterministic behavior produces 
longer diagonals and less single, isolated recurrence points 
in the recurrence plot [10], [14]. However, stochastic 
behavior produces non or short diagonals [10], [14]. 
Recurrence rate (RR) simply counts the black dots in the 
recurrence plot [10], [14]. Recurrence rate is computed as 
following and expressed in percentage [10]: 
                                   ܴܴ ൌ ଵேమ ∑ ܴ,ே,ୀଵ          (3) 
  
 Determinism is defined as the ratio of the recurrence 
points on the diagonal structure to all recurrence points [10] 
and is given by: 
 

ܶܧܦ                                  ൌ ∑ ሺሻಿస∑ ோ,ೕಿ,ೕ            (4) 

 
where ܲሺ݈ሻ is the frequency distribution of the lengths of the 
diagonal structures in the RP, ݈ is the threshold which 
excludes the diagonal lines formed by the tangential motion 
of a phase space trajectory, and ܴ, is the all recurrence 
points as described before. 

Entropy represents the complexity of the deterministic 
structure in the dynamical system [10], [18]. The larger the 
entropy value, the more complex the deterministic structure 
[14]. The Shannon entropy of the probability ሺ݈ሻ that a 
diagonal line has exactly length ݈ [10], [18] is given by: 

  
ܴܶܰܧ                          ൌ െ ∑ ሺ݈ሻேୀሺ݈ሻln      (5) 
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where ሺ݈ሻ ൌ ܲሺ݈ሻ ∑ ܲሺ݈ሻேୀ൘  . 

 We used average of these three RQA measures as 
characteristics features where average was taken for each 
EEG segments [15]. In computing RQA measures, the 
embedding dimension ݉ and delay τ are important 
parameters [10], [14], [17]-[18]. We had considered two 
different sets of these parameters. These are ݉ ൌ 5 and 15; ߬ ൌ 11 and 5 [14],[15]. The analysis was performed offline 
in MATALB® using CRP Toolbox which is available at 
http://www.recurrence-plot.tk/programmes.php. 

III. RESULTS AND DISCUSSIONS 
The RQA measures revealed characteristics changes prior 

to and during the seizure onset. The changes were identified 
as deviation towards lower values from inter-ictal baseline. 
Decreased dynamics were observed for REC, DET during 
seizure onset. ENTR values showed slight decrease prior to 
seizure onset. Steady decrease in the feature values was 
dominant during status epilepticus (SE). The results look 
promising to be used in designing an early seizure detection 
system.  

The analysis was performed for two set of parameters: 1) 
embedding dimension, ݉ ൌ 15, delay ߬ ൌ 11, size of the 
neighborhood or radius, ܧ ൌ 1.5 [14]; 2) embedding 
dimension ݉ ൌ 5, delay ߬ ൌ 5, size of the neighborhood or 
radius ܧ ൌ 1.0 (in units of the standard deviation σ of 
normalized EEG) [15].  

The results are illustrated in from Fig. 1 to Fig. 3. Fig. 1 
illustrates EEG and corresponding REC, DET, and ENTR 
for subject 1 with ݉ ൌ 15, ߬ ൌ ܧ ,11 ൌ 1.5. Fig. 2 
illustrates EEG and corresponding REC, DET, and ENTR 
for subject 1 with ݉ ൌ 5, ߬ ൌ ܧ ,5 ൌ 1.0 (same as the 
standard deviation of normalized EEG). 

 
Fig. 1. Rat EEG data for rat 1 and three RQA measures (average): 
Recurrence Rate, Determinism, and Entropy for ݉ ൌ 15, ߬ ൌ ܧ ,11 ൌ 1.5. Black vertical line marks the pilocarpine injection time. Seizure 
onset is identified by the first visual electrographic changes. At the onset 
of seizure decreased dynamics is found (Recurrence rate and 
Determinism). The entropy measure shows slight decrease in dynamics 
prior to the seizure onset. 

 
Fig. 2. Rat EEG data for rat 1 and three RQA measures (average): 
Recurrence Rate, Determinism, Entropy for ݉ ൌ 5, τ=5, ܧ ൌ 1.0. Black 
vertical line marks the pilocarpine injection time.  
  
Dynamical characteristics of EEG signals for rat 2 are 

illustrated in Fig. 3. Although similar decrease in REC, 
DET, and ENTR values were observed during or prior to 
seizure, slightly different trend has been viewed. During the 
duration of five minutes after the injection from the injection 
time, dynamics decreased before coming back to interictal 
baseline within next five minutes. For other two rat’s EEG 
(rat 3 and rat 4), similar changes were found. 

 
Fig. 3. Rat EEG data for rat 2 and three RQA measures (average): 
Recurrence Rate, Determinism, Entropy for ݉ ൌ 15, τ = 11, ܧ ൌ 1.5. 
Black vertical line marks the pilocarpine injection time.  
  
 The characteristics measure time series provides 
another problem of pattern recognition which will be 
addressed in future analysis. The challenge remains in 
efficiently detecting the subtle changes by an automatic 
intelligent system. However, in this study, to identify the 
trend in the characteristics measures, we used a digital 
moving average filter with window size ݓ ൌ 10 points. 
Fig. 4. illustrates the trend identification for rat 1. From 
this figure, the gradual change towards lower values in 
dynamics is clearly visible.  
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Fig. 4. Trend identification of RQA measures: mean REC, DET, and 
ENTR for rat 1 with ݉ ൌ 5, ߬ ൌ ܧ ,5 ൌ 1.0. Window size of moving 
average filter is ݓ ൌ 10. 
 
Although the RQA measures could identify the decrease 

in brain dynamics during a seizure onset, we could not find a 
smooth preictal transition in our experiment. The traditional 
and popular nonlinear measures such as correlation 
dimension or Lyapunov exponents require assumption of 
nonlinearity and nonstationarity as well as noiselessness [4], 
[5]. The advantage of RQA measures over the other methods 
is that it does not require the assumptions of nonlinearity or 
nonstationarity. However, noise could mislead the results, 
since this method also requires phase space reconstruction. 
We still believe these measures would be useful in designing 
an early seizure detection system. We used two empirical 
sets of parameters for embedding dimension and delay time. 
The optimal embedding dimension can be found using false 
nearest neighborhood method and optimal delay time can be 
found from mutual information [10]-[13].  

IV. CONCLUSIONS AND FUTURE WORKS 
We applied RQA measures in order to study the 

dynamical characteristics of EEG in animal epilepsy model. 
The idea was to identify if there is any pre-ictal transition 
trend or even earliest detection of seizure onset. To identify 
the trends in the characteristics measures time series profiles 
we used a moving window averaging filter.  

In our future work, we will collect EEG data from more 
number of rats (10 rats). The data will include baseline 
recording, induced status epilepticus and spontaneous 
seizures which the rats experience when they are kept on 
observation after 2/3 days of injecting of pilocarpine. In 
future studies, we will apply RQA measures to these 
databases. We will also compute the optimal time delay and 
embedding dimension parameters which is computationally 
demanding in a hope that choice of optimal parameters 
might improve the low sensitivity of RQA measures in the 
present study. Moreover, we will present a statistical 
analysis on the data from rats in order reveal whether the 
subtle changes observed were due to random events or true 
preictal transition. Finally, we will design an early seizure 

onset detection system using fuzzy logic based approach 
based on the preliminary results presented in this paper.  

ACKNOWLEDGMENT 
The partial financial support from ND EPSCoR through 

National Science Foundation (NSF) Grant #EPS-0814442 is 
gratefully acknowledged. 

REFERENCES 
[1] F. Mormann, R. G. Andrzejak, C. E. Elger, and K. Lehnertz, “Seizure 

prediction: the long and winding road,” Brain, vol. 130, pp. 314-333, 
2007. 

[2] F. Mormann, T. Kreuz, C. Rieke, R. G. Andrzejak, A. Kraskov, P. 
David, C.E. Elger, K. Lehnertz, “On the predictability of epileptic 
seizures,” Clinical Neurophysiology, vol. 116(3), pp. 569-587, 2005. 

[3] M. Le Van Quyen, “Anticipating epileptic seizures: from mathematics 
to clinical applications,” Comptes Rendus Biologies, vol. 328(2), pp. 
187-198, 2005. 

[4] C. J. Stam, “Nonlinear dynamical analysis of EEG and MEG: review 
of an emerging field,” Clinical Neurophysiology, vol. 116(10), pp. 
2266-2301, 2005. 

[5] T. Maiwald, M. Winterhalder, R. Aschenbrenner-Scheibe, H. U. Voss, 
A. Schulze-Bonhage, and J. Timmer, “Comparison of three nonlinear 
seizure prediction methods by means of the seizure prediction 
characteristic,” Physica D: Nonlinear Phenomena, vol. 194 (3-4), pp. 
357-368, 2004. 

[6] A. F. Rabbi, A. Aarabi, and R. Fazel-Rezai, “Fuzzy rule-based seizure 
prediction based on correlation dimension changes in intracranial 
EEG”, Proceedings of the IEEE Engineering in Medicine and Biology 
Society (EMBC) annual international conference, pp. 3301-3304, 
Buenos Aires, 2010. 

[7] R. Hornero, D. Abásolo, J. Escudero, and C. Gómez, “Nonlinear 
analysis of electroencephalogram and magnetoencephalogram 
recordings in patients with Alzheimer's disease”, Phil. Trans. R. Soc. 
A., vol. 367, pp. 317-336, 2009. 

[8] MA. F. Harrison, I. Osario, M. G. Frei, S. Asuri, YC. Lai, 
“Correlation dimension and integral do not predict epileptic seizures”, 
CHAOS, vol. 15, pp. 0331061-15, 2005.   

[9] C. L. Webber Jr., J. P. Zbilut, "Dynamical assessment of physiological 
systems and states using recurrence plot strategies", J. Appl. Physiol., 
vol. 76, pp. 965-973, 1994. 

[10] N. Marwan, M. C. Romano, M. Thiel, J. Kurths, “Recurrence Plots for 
the Analysis of Complex Systems”, Physics Reports, vol. 438, pp. 
237–329, 2007. 

[11] J. P. Schouten, F. Takens, and C. M. van den Bleek, “Estimation of 
the dimension of a noisy attractor,” Physical Review E, vol. 50(3), 
1994. 

[12] P. Grassberger, and I. Procaccia, “Characterization of strange 
attractors,” Phys Rev Lett, vol. 50, pp. 346-9, 1983. 

[13] F. Takens, in Dynamical Systems and Bifurcations, edited by B.L.J. 
Braaksma, H.W. Broer, and F. Takens, Lecture Notes in Mathematics, 
vol. 1125 (Springer-Verlag, Berlin, 1984), pp. 99-106. 

[14] X. Li, G. Ouyang, X. Yao, X. Guan, “Dynamical characteristics of 
pre-epileptic seizures in rats with recurrence quantification analysis”, 
Physics Letters A, vol. 333, pp. 164-171, 2004. 

[15] R. Fazel-Rezai, A. Rabbi, “Rule-based Fuzzy Seizure Prediction using 
Recurrence Quantification Analysis of Intracranial EEG”, 
Proceedings of the Society for Neuroscience (SfN) conference, San 
Diego, 2010. 

[16] M. K. Jaiswal, M. Dvela, D. Lichtstein, and B. N. Mallick, 
“Endogenous ouabain-like compounds in locus coeruleus modulate 
rapid eye movement sleep in rats”, Journal of Sleep Research, vol. 19, 
pp. 183–191, 2010. 

[17] J. P. Eckmann, S. O. Oliffson Kamphorst, and D. Ruelle, “Recurrence 
plots of dynamical systems”, Europhys. Lett., vol. 4(9), pp. 973-977, 
1987.  

[18] N. Marwan, N. Wessel, U. Meyerfeldt, A. Schirdewan, J. Kurths, 
“Recurrence Plot Based Measures of Complexity and its Application 
to Heart Rate Variability Data”, Physical Review E, vol. 66, pp. 
026702, 2002. 

2565


	MAIN MENU
	CD/DVD Help
	Search CD/DVD
	Search Results
	Print
	Author Index
	Keyword Index
	Program in Chronological Order

