
 

 

 

 

Abstract—In recent years real-time ultrasound (US) image 

fusion with pre-acquired 3D dataset has become widely used in 

both diagnosis and image-guided interventions. The accuracy of 

a US image fusion system heavily depends on the image 

registration method. However, the registration procedure of this 

application is inevitably interfered by possible outliers in the 

corresponding point pairs. This is either caused by image 

feature difference between two modalities or by tissue shifting 

and deformation of patient body between two imaging studies. 

While traditional methods often ignore the position error of 

registration points, we present a random sample 

consensus-based algorithm to reduce the impact of outliers and 

improve the robustness. To evaluate our algorithm, a simulation 

study is carried out, and the new method is compared with 

state-of-the-art, least square (LS) method. It is shown that our 

new method is comparable with LS method under non-outlier 

condition, but it performs significantly better when outliers 

exist. 

I. INTRODUCTION 

A. Ultrasound Image Fusion 

Ultrasound image fusion is a technique that locates and 

fuses a corresponding image slice of another 3D medical 

imaging modality with the real-time ultrasound image [1]. 

This method is widely used in various clinical ultrasound 

applications such as ultrasound-guided interventions [2] [3] 

and intra-operative ultrasound scans [4]. The main objective 

is to combine the real-time property of ultrasound together 

with the good image quality of CT and MRI, and to provide 

more reliable medical images to clinicians. 

Ultrasound image fusion makes use of electromagnetic 

(EM) tracking systems to track US probe as well as the 

imaging plane extended from it. A registration procedure 

between the patients, real-time US image and pre-acquired 

3D CT/MR images is carried out. Therefore a real-time 

relationship between US imaging planes and 3D CT/MR 

image space is built, and the fused image can be displayed to 

users. The system is shown in Figure 1. 
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B. Registration in Ultrasound Image Fusion 

In order to register US images with pre-scanned 3D 

CT/MR images, a spatial transform from any point in US 

image coordinate system 𝑥 𝑢𝑠  to the corresponding point in 

3D image coordinate system 𝑥 3𝑑  needs to be determined. In 

our system shown in Figure 1, this transform is divided into 

three parts as follows: 

𝑥 3𝑑 = 𝑇3𝑑←𝑤𝑜𝑟𝑙𝑑 ⋅ 𝑇𝑤𝑜𝑟𝑙𝑑←𝑠𝑒𝑛𝑠𝑜𝑟 ⋅ 𝑇𝑠𝑒𝑛𝑠𝑜𝑟 ←𝑢𝑠 ⋅ 𝑥 𝑢𝑠  

Among these three transforms, 𝑇𝑠𝑒𝑛𝑠𝑜𝑟 ←𝑢𝑠  is calibrated and 

fixed once the EM sensor is attached to the US probe, and 

𝑇𝑤𝑜𝑟𝑙𝑑 ←𝑠𝑒𝑛𝑠𝑜𝑟 is measured by the EM tracker. The accuracies 

of both are determined during manufacture. Transform 

𝑇3𝑑←𝑤𝑜𝑟𝑙𝑑 ,however, is calculated during registration. 

Therefore the performance of the registration method 

becomes an important factor to the overall accuracy of the 

whole system. 

During registration, clinicians usually point out several 

anatomic landmarks in both ultrasound and CT/MR images. 

The system meanwhile record the corresponding 

𝑇𝑤𝑜𝑟𝑙𝑑 ←𝑠𝑒𝑛𝑠𝑜𝑟 . In this way, several pairs of points in world 

coordinate system and 3D image coordinate system are 

picked, and the registration problem becomes an absolute 

orientation (AO) problem. 

Although there are many general solutions to the AO 

problem, the registration of ultrasound image fusion has its 

own challenges. In the point pair data acquired from the 

above procedure, the probability of the occurrence of outliers 

is large, due to the following reasons: 

 The same anatomic landmark may produce different image 

features under different image modality. This may cause 

large localization error in the landmark picking procedure 

on both images. 

 The tissue shifting and deformation of a patient between 
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two imaging studies are difficult to avoid, and there can be a 

significant offset of the same landmark between two image 

modalities. 

Therefore, besides general accuracy, the registration 

algorithm used in an ultrasound image fusion system should 

also be able to resist the interference of outliers. 

Traditional registration algorithms used in US image 

fusion systems are usually borrowed from image-guided 

surgery (IGS). One of the most widely used method is Horn‟s 

closed form, least square method [5], [6]. Although producing 

accurate results in IGS [7], it ignores the problem pointed out 

above. In this paper, we present a registration algorithm to 

meet the special needs of an ultrasound image fusion 

application. 

II. METHODS 

A. General Description 

During the registration procedure, we can get 𝑛 pairs of 

𝑥 𝑢𝑠 ,𝑖 ,𝑇𝑤𝑜𝑟𝑙𝑑 ←𝑠𝑒𝑛𝑠𝑜𝑟 ,𝑖 , 𝑥 3𝑑 ,𝑖 . Since transform 𝑇𝑠𝑒𝑛𝑠𝑜𝑟 ←𝑢𝑠  is 

calibrated beforehand, we are able to get all 𝑛  coordinate 

pairs of landmarks under the „world‟ (𝑤   𝑖) and „model‟ (𝑚   𝑖) 
coordinate systems: 

𝑤   𝑖 = 𝑇𝑤𝑜𝑟𝑙𝑑 ←𝑠𝑒𝑛𝑠𝑜𝑟 ⋅ 𝑇𝑠𝑒𝑛𝑠𝑜𝑟 ←𝑢𝑠 ⋅ 𝑥 𝑢𝑠 ,𝑖  

𝑚   𝑖 = 𝑥 3𝑑 ,𝑖  

Using the above paired points, a registration algorithm will 

be able to calculate the transform from „world‟ coordinates to 

„model‟ coordinates, which in our US image fusion system is 

𝑇3𝑑←𝑤𝑜𝑟𝑙𝑑 . 

Our algorithm is inspired by a divide-and-conquer solution 

to the AO problem, presented by Micheals and Boult in [8]. 

Their method divides point pairs into subsets of four, solves 

the subset problem, and uses the weighted average of all 

solutions of subsets as the final solution. However, since US 

image fusion registration has relatively few point pairs and 

only several outliers may exist, we improved their algorithm 

using Random Sampling Consensus (RANSAC) technique [9] 

during subset dividing. 

B. Subset Registration 

In a 4-point pair subset, the registration problem can be 

solved in a unit quaternion based closed form manner. 

First, we use a unit quaternion 𝑞  and a 3D translation 

vector 𝑡  to represent a rigid 3D spatial transform: 

𝑚   = 𝑇𝑚←𝑤 𝑤    = 𝑞 𝑤   𝑞 ∗ + 𝑡  
In order to get the rotation part of the transform, it is 

needed to centralize both world point set and model point set 

according to their own centroids. We call the centroids 𝑐 𝑚 , 𝑐 𝑤  

respectively. 

The rotation part can be determined by any 3 point-pairs of 

the entire subset. We call them  𝑤   1,𝑤   2,𝑤   3  and 

 𝑚   1,𝑚   2 ,𝑚   3  respectively. By developing the transformation 

equations of these 3 point-pairs directly, we get an equation of 

𝑄, which is 

𝑄 =  𝑞𝑠𝑥 ,𝑞𝑠𝑦 ,𝑞𝑠𝑧 ,𝑞𝑥𝑦 ,𝑞𝑦𝑧 ,𝑞𝑥𝑧 ,𝑞𝑠𝑠 ,𝑞𝑥𝑥 , 𝑞𝑦𝑦 ,𝑞𝑧𝑧  
𝑡
 

𝑊𝑖,1 =  

0 2𝑤𝑖𝑧 −2𝑤𝑖𝑦 2𝑤𝑖𝑦 0 2𝑤𝑖𝑧

−2𝑤𝑖𝑧 0 2𝑤𝑖𝑥 2𝑤𝑖𝑥 2𝑤𝑖𝑧 0

2𝑤𝑖𝑦 −2𝑤𝑖𝑥 0 0 2𝑤𝑖𝑦 2𝑤𝑖𝑥

  

𝑊𝑖,2 =  

𝑤𝑖𝑥 𝑤𝑖𝑥 −𝑤𝑖𝑥 −𝑤𝑖𝑥
𝑤𝑖𝑦 −𝑤𝑖𝑦 𝑤𝑖𝑦 −𝑤𝑖𝑦

𝑤𝑖𝑧 −𝑤𝑖𝑧 −𝑤𝑖𝑧 𝑤𝑖𝑧
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Here, 𝑞𝜉𝜁 = 𝑞𝜉𝑞𝜁 , 𝜉, 𝜁 ∈ {𝑥,𝑦, 𝑧, 𝑠}. 

If the above equation is treated as a pure linear system, 

there isa unique solution of 𝑄. Using 𝑞𝑠𝑠 , 𝑞𝑥𝑥 ,𝑞𝑦𝑦 ,𝑞𝑧𝑧 , the 

absolute of every component of 𝑞  is computed, and their 

signs are determined by the other components of 𝑄. 

Once the optimal rotation 𝑞 𝑜𝑝𝑡  is calculated, according to 

Horn [5], the optimal translation vector is 

𝑡 𝑜𝑝𝑡 = 𝑐 𝑚 − 𝑞 𝑜𝑝𝑡 𝑐 𝑤𝑞 𝑜𝑝𝑡
∗  

The above procedure solves the registration problem of a 

four-point pair subset, and we call it Extract4. 

C. Weighting Function 

To make use of the results from subset calculations and get 

a more reliable and accurate solution, a weighted averaging 

method is used. The weighting function is based on the 

evaluation of a subset registration. The following 2 evaluation 

factors are used: 

Miss-registration Distance 

𝑑 =   𝑚   𝑖 −  𝑞 𝑤   𝑖𝑞 
∗ + 𝑡   

𝑖

 

Computational Consensus 

𝑝 =  𝑞𝑠𝑠𝑞𝑥𝑥 −  𝑞𝑠𝑥 
2 +  𝑞𝑠𝑠𝑞𝑦𝑦 − (𝑞𝑠𝑦 )

2 

+  𝑞𝑠𝑠𝑞𝑧𝑧 −  𝑞𝑠𝑧 
2 +  𝑞𝑥𝑥𝑞𝑦𝑦 − (𝑞𝑥𝑦 )

2 

+  𝑞𝑦𝑦 𝑞𝑧𝑧 − (𝑞𝑦𝑧 )
2 +  𝑞𝑥𝑥𝑞𝑧𝑧 − (𝑞𝑥𝑧 )

2  

If the whole procedure is noiseless,𝑑 = 0,𝑝 = 0. Under a 

more practical, noisy situation, the value of 𝑑,𝑝 represents 

the reliability of that particular subset result. We use 1/𝑝2𝑑2 

as the weighting function. 

D. RANSAC-based Framework 

Random Sampling Consensus (RANSAC) is a widely used 

technique for outlier suppression. The basic idea of RANSAC 

is to randomly sample the whole data set into many subsets, 

solve the problem on each subset, and merge these solutions 

into a weighted average as the final solution. Based on this 

technique and the Extract4 procedure described above, we 
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develop the algorithm shown in Algorithm 1. 

Compared with the method presented by Micheals and 

Boult, our algorithm uses RANSAC rather than a sequential 

sampling approach during subset generation. This is based on 

the following two considerations in ultrasound image fusion 

applications: 

 The number of point pairs is limited due to reliable 

anatomic landmark number and operating time. Our 

RANSAC approach makes full use of these data. 

 The landmarks are usually picked in some kind of order, 

rather than randomly. Our RANSAC approach is not 

affected by this relevance between data points. 

III. RESULTS 

A. Simulation and Evaluation 

To evaluate the performance of our algorithm, we made a 

simulation test, and compared its results with the results of 

the least square solution presented by Horn. 

The following simulation is carried out to test the accuracy 

of our algorithm in general situation (Gaussian noise only) 

and when outliers exist. 

1) Generate point data before transform ('world‟ points) 

2) Generate a random rigid transform 

3) Calculate data after transform („model‟ points) 

4) Add Gaussian noise on both ends 

5) Generate outliers if needed 

6) Carry out both algorithms on the data 

The pre-transform data is 10 randomly sampled points on a 

sphere with radius of 10.00 cm, and the Gaussian noise is 

with zero average and isotropic, and is controlled by its 

variance 𝜎2 . Outliers are achieved by a direct random 

translation on the post-transform points. Two parameters 

control them: the number of outliers (𝑛𝑜), and the distance 

they move (𝑑𝑜). 

The registration error of the algorithms is evaluated using 

Average Distance Metrics (ADM), which is calculated as 

follows: 

ADM 𝑊,𝑀, 𝑞 , 𝑡  =
1

𝑛
  𝑚   𝑖 − 𝑡 − 𝑞 𝑤   𝑖𝑞 

∗ 

𝑛

𝑖=1

 

In occasions with outliers, it is not fair to evaluatethe 

registration error with all point pairs. Outliers are not 

supposed to be registered and should be excluded when the 

overall registration error is evaluated. So we compute the 

ADM value of all the point pairs that are not outliers. It is 

called „Cleaned‟ ADM (ADM-C). 

B. Simulation Results 

First, we evaluate the accuracy of our algorithm under pure 

Gaussian noise situation. No outlier is generated, and the 

power of noise is tuned up gradually. The result is presented 

in Figure 2. 

Under the condition of pure Gaussian noise, our method 

gives a similar result as least square method, which is the 

optimal solution for the case of Gaussian noise. 

Second, outliers are added. In Figure 3(a), the outlier 

distance is fixed to 2.00 cm, and in Figure 3(b), the number of 

outliers is fixed to 4. In both cases, a small Gaussian noise is 

used, 𝜎 = 0.0387, for both pre- and post-transform data. 

The power of Gaussian noise in these two cases is chosen 

based on a previous work on fiducial localization error of 

image in point-based registration [10], which stated that the 

average of pointing error on an image is similar to the pixel 

size of that image. In our case 0.3 ~ 0.4 mm is the common 

pixel size for US, CT and MR images. The random floating 

distance of outliers is determined based on an estimation of 

common organ deformation. 

According to these results, it is shown that our algorithm 

performs significantly better than the widely used LS 

approach, with the existence of noticeable outliers. Note that 

in Figure 3(a), when outlier number comes to 6, our method 

becomes unstable. It is because there are not enough „good‟ 

data points left to get sampled (since total point pair number 

is only 10). 

Fig. 2. Accuracy with Gaussian noise only 
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IV. DISCUSSION 

In this article, we discuss the registration problem in 

ultrasound image fusion system and its influence upon the 

accuracy of the whole system. The specific considerations of 

a registration algorithm used in this kind of system are 

analyzed. Based on these analyses, a RANSAC-based 

registration algorithm is presented and evaluated. 

The comparison study of our method and the traditional 

least square method leads us to the following conclusions: 

 LS algorithm is vulnerable to outliers. Due to its 

assumption of Gaussian noise, when outliers exist, LS 

method is significantly interfered and results in large error. 

However, as we have emphasized in previous analysis, 

these outliers are inevitable and difficult to isolate in US 

image fusion applications. 

 Our algorithm is reliable under Gaussian noise 

condition. When Gaussian distribution can model noise, LS 

algorithm is mathematically optimal. Our method gives 

comparable result in this condition which means it is 

reliable in general practice. 

 The new algorithm is generally stable. It is shown in the 

simulation that: as long as the data set contains some pairs 

(more than subset size) of „good‟ points, our new algorithm 

is not sensitive to either outlier number or their floating 

distance, and thus is stable. 

Although, due to the randomness nature of RANSAC, our 

method may produce results with relatively large variance 

among different trails, there are some tips to get a more 

reproducible result. For a relatively large data set, increasing 

sampling number 𝑚 in RANSAC framework can reduce the 

variance. When the data set is small, it is acceptable to 

enumerate all possible subsets, and the randomness of our 

method is fully eliminated. 

Furthermore, our method can be used to isolate outliers in 

the registration procedure. When the registration error of 

„good‟ point pairs is reduced, the error of outliers is 

emphasized, and outliers are easier to recognize. These 

outliers in US image fusion applications contain useful 

information. Especially whenan outlier is caused by tissue 

shifting or deformation, itslocation can be used as a starting 

point for a shifting or deformation detection and correction. 
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Fig. 3. Accuracy with outlier existence 

Left (a): 𝑑𝑜 = 4.00 cm, 𝑛𝑜  changing. Right (b): 𝑛𝑜 = 4, 𝑑𝑜  changing. 
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