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Abstract— Chemical descriptors are a way to define 

information concerning the physical, chemical and biological 

properties of a chemical compound. Machine learning methods 

such as the Artificial Neural Network (ANN) can be used to 

learn and predict such compounds by training on the 

compounds chemical descriptors . The motivation of our work 

is to predict odorant molecules for the development of an 

artificial biosensor. In this work, we demonstrate using a set of 

32 optimized odorant descriptors how an assembly of Multi-

Layer Perceptrons (MLPs) can be successfully trained to 

differentiate among eight different chemical classes of odorant. 

In this communication, we demonstrate how it is possible to 

predict all 15/15 vectors from an unseen validation set with a 

high average prediction accuracy of 88.5% for the validation 

vectors. Furthermore, an introduction of a 10% noise injection 

level to the training set, increased the learning rate significantly 

as well as improve the average prediction accuracy of the 

MLPs to 92% for the validating vectors. Thus, this work 

indicates the promise of using odorant descriptor values to 

accurately predict chemical class and so move us forward to the 

realisation of an artificial odorant biosensor. 

I. INTRODUCTION 

fundamental tenet of chemistry is that the structural 

formula of any compound contains coded within it 

all that compound’s chemical, physical, and 

biological properties‖ [1]. A molecular descriptor is the final 

result of a logic and mathematical procedure which 

transforms the chemical information of a molecule into a 

useful number, known as the descriptor index, descriptor 

value or simply descriptor [2]. In accordance with the 

similar property principle, descriptor values can be used to 

analyse and predict compounds and correlate structural 

features and chemical properties of molecules [3].  
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A. Chemical Descriptors 

Classical organic chemistry has long been involved with 

the correlation of chemical properties in terms of structure 

[1]. Such comparisons and correlations have been realised 

through the definition of chemical reference spaces which 

depend on the various chemical descriptors used to portray 

structural features and molecular properties [4]. Hundreds of 

descriptors that capture molecular features in various ways 

have been identified [5]. As depicted in Table 1, descriptors 

can be classified according to their dimensionality which 

refers to the representation of molecules from which the 

descriptor values were processed [4]. The performances of 

certain descriptors rely on their intended function and how 

they are applied. In turn, descriptors of different 

dimensionalities may be complementary in nature and not 

mutually exclusive [4].  

 

 
 
Table I : Examples of some typical optimised descriptor values for 

odorants. Descriptor index values were obtained from [11] used by Haddad 
et all. [7]. 

 

B. Odorant Prediction Method 

The motivation of our work is to predict odorant 

molecules for the development of an artificial biosensor. 

Thus, for this work a set of descriptors was used to build a 

predictive model for a range of chemical odorants that fell 

into eight specific chemical classes. Machine learning 

techniques such ANNs and Genetic Algorithms (GAs) and 

information theoretic approaches have been used for 

classification methods [4,6]. For this study, an Artificial 

Neural Networks (ANNs) approach in the form of an 

assembly of Multi-layer Perceptrons (MLPs) was employed 

to classify odorants based on their functional group, 

otherwise known as their chemical class. In the same 

conference proceedings we have investigated odorant 
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classification using neuron firing rates [14] rather than 

chemical descriptor values. 

II. ODORANT CLASSIFICATION METHOD 

A. Descriptor Data Used 

In a study conducted by Haddad et al. [7] an optimized 

matrix of 32 descriptors was created from a database of 

1,664 descriptors. These descriptors presented the highest 

correlation for odorant molecules, spanning the physic-

chemical space for olfaction experiments [7]. In this work, a 

total of 104 chemical odorants are used. They are defined by 

values according to the 32 descriptors. The physiochemical 

descriptors of each odorant molecule were obtained by 

generating the molecular structure for each odorant in [11] 

the descriptor values were then normalized [7]. Each of the 

104 chemical odorants were grouped according to chemical 

class. A total of eight chemical classes were used described 

below (with the number of chemicals listed in brackets): 

Lactones (5 chemical odorants); Acids (15); Terpenes (16); 

Aldehydes (8); Ketones (6); Aromatics (13); Alcohols (17) 

and Esters (24).  

B. Training and Implementation of an Assembly of Multi-

layer Perceptrons 

For this work, an assembly of MLPs was employed as the 

machine learning model. The MLP architecture used was 

that of a three-layered feed-forward network where the 

odorant input vector passes through successive layers: the 

input layer; 1 hidden layer and an output layer to produce the 

final network output. The input layer consisted of 32 

neurons corresponding to the size of the optimized 

descriptors data set. The length of the hidden layer was 

experimentally determined to be 48 in order to obtain 

effective learning. A single neuron was used for the output 

layer to provide an output value in the range of 0 to 1. At the 

boundaries of each layer, input-hidden and hidden-output 

boundaries, a weighted sum of the neuron values was 

computed and passed through a binary sigmoid transfer 

function (ƒ), providing outputs that approach binary limits. 

The weighing matrices at each boundary layer were adjusted 

based on the historical performance of the network, using 

back-propagation under supervised learning. A momentum 

function was included in the learning algorithm to enhance 

the convergence rate of the MLP [8]. A total of eight MLPs 

of the above architecture were implemented in Matlab 

software with each MLP being trained to predict a specific 

chemical class. Figure 1, schematically depicts how the 

MLP assembly is trained to predict the 8 chemical classes 

from the 32 optimised chemical descriptors [7]. Figure 1, 

highlights the MLP output for the chemical class of Esters; 

where the MLP is trained to give a desired output of unity 

when its input is that of the Ester descriptors and desired 

output of zero for all other chemical classes. 

Due to the small number of chemicals available in each 

chemical class it was decided to use approximately 10% of 

chemicals from each chemical class as the unseen validation 

set. Thus, a total of 15 odorant chemicals were randomly 

selected for the validation set. This consisted of : Lactones 

(1 chemical odorant); Acids (2); Terpenes (2); Aldehydes 

(1); Ketones (2); Aromatics (2); Alcohols (2) and Esters (3). 

The remaining 89 odorants were used to train and test the 

eight MLPs to dedicated chemical classes. The MLPs were 

trained on a total of 200 shuffled epochs of the training set, 

towards a desired unitary output for the assigned chemical 

class and zero for all other classes.  

C. Introducing Noise to the Prediction Model 

A basic measure of an ANNs performance is its ability to 

generalize or properly respond to previously unseen data 

[10]. Poor network generalization can occur when there is 

insufficient training samples and higher learning parameters 

that the network can accommodate [9]. It has been 

recognized that adding noise to the learning process, 

commonly referred to as noise injection, improves the 

performance [13] of the ANN for a variety of situations 

[9,12]. A recommended optimal level [10] of ~10% noise 

was introduced into the training set. A total of two different 

training sets were used in this work: the original raw training 

set and a second training set with the 10% additive uniform 

noise.  

 
Fig. 1.  Schematic of Assembly of MLPs used to predict odorant 

molecules. The schematic highlights the MLP output for the chemical class 

of Esters; where the MLP is trained to give a desired output = 1 when its 
input is that of the Ester descriptors and desired output = 0 for all other 

chemical classes. 
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III. RESULTS 

A. Progression of Network Training and Validation 

Performance with Computational Time 

The training error of the eight MLPs for 200 epochs is 

depicted in Figure 2. Similarly, the testing error of the eight 

MLPs is shown in Figure 3. The improvement in learning for 

the system with 10% added noise is clearly evident in the 

reduction of error in both the training and testing results of 

figures 2 and 3. This reinforces the strength of the noise 

injection as it requires less computation, (namely, less than 

40 epochs to reach a performance level that supersedes the 

level obtained at 200 epochs using raw training data only).   

 

 
 

Fig. 2.  Training for 200 epochs with : A) Raw and B) Noise injected data 

for the 8 chemical classes A-H,  where: A – Lactones, B- Acids, C-
Terpenes, D-Aldehydes, E-Ketones, F-Aromatics, G-Alcohols and H-

Esters.  

 

 
 
Fig. 3.  Testing for 200 epochs with : A) Raw and B) Noise injected data for 

the 8 chemical classes A-H,  where: A – Lactones, B- Acids, C-Terpenes, 

D-Aldehydes, E-Ketones, F-Aromatics, G-Alcohols and H-Esters.  

 

B. Network Prediction Accuracy of Unknown Odorants 

 

Initially a threshold level of prediction was determined. A 

minimum threshold level was initially determined which was 

the probability of randomly selecting the largest chemical 

class in the validation set. The largest chemical class was 

that of the Ester class  (taking up 3 out of the 15 validation 

vectors). Thus, the minimum threshold level was determined  

to be 3/15 or 20%. For a safeguard one should chose a level 

comfortably over the minimum threshold. Since the results 

achieved were of high accuracy with a minimum prediction 

of 54.8% occurring for vector 9 of the aromatics group, one 

can choose the threshold level to be 40% prediction. Thus, 

avoiding the minimum threshold level of 20% and the 

minimum prediction of 54.5% comfortably. Table II shows 

the prediction accuracy of the 8 chemical classes for both 

raw and noise injected training sets. With the threshold level 

set at 40% it was possible to successfully and comfortably 

detect all 15/15 validation vectors using both raw and noise 

injected training sets with the assembly of MLPs. The 

performance difference of the noise injected training set over 

the raw training set is also given, where all but one 

validation vector (vector 10 of the ketones class) induces a 

performance increase due to the noise injected training set. 

 

 
  

Table II : Prediction Accuracy of the 8 chemical classes for both raw and 

noise injected training sets. All 15/15 validation vectors were predicted with 
a high accuracy of prediction for both the raw and noise injected training 

sets. The noise injected training set clearly outperformed the raw training 

set in all but one class.  

 

As can be seen in Table II, mean prediction accuracies of 

88.5% for the raw and 92% for the noise injected training 

sets were obtained with an improvement in average 

prediction accuracy of 3.5% for the noise injected training 

set.  

In addition, Table II also includes the maximum, 

minimum and median values of the prediction accuracy. 

This is to highlight the broad dynamic range, yet skewed 

distribution of the prediction accuracy. As can be seen most 

of the prediction results fall at the high end of prediction as 

reflected by a median of 95.4% for the raw and 98.6% for 

the noise injected training sets. Thus, the mean prediction 

accuracies of 88.5% for the raw and 92% for the noise 

injected training sets are conservative estimates.    

IV. CONCLUSION 

In this work we demonstrate how it is possible to use an 

assembly of Multi-Layer Perceptrons to learn and correctly 
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classify chemical odorants of eight different classes with 

high prediction accuracy. The assembly of MLPs was 

trained on the raw and noise injected versions of the data. 

Both the raw and noise injected training sets produced 

excellent network performance in which all validation set of 

15/15 unseen odorants were successfully classified into their 

correct chemical class. It was found that by introducing 

noise injection to the training of the MLPs that a faster rate 

of network learning and a more accurate level of odorant 

identification and prediction could be achieved, producing 

mean prediction accuracies of 88.5% and 92% for the raw 

and noise injected training sets respectively. Thus, our initial 

work presented here shows promise for the development of 

artificial biosensors for the detection and correct 

classification of odorant molecules chemical class from their 

descriptor values.  
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