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Abstract—For people with severe spine injury, head 
movement recognition control has been proven to be one of the 
most convenient and intuitive ways to control a power 
wheelchair. While substantial research has been done in this 
area, the challenge to improve system reliability and accuracy 
remains due to the diversity in movement tendencies and the 
presence of movement artifacts. We propose a Neural-
Network Configuration which we call Augmented Radial Basis 
Function Neural-Network (ARBF-NN). This network is 
constructed as a Radial Basis Function Neural-Network 
(RBF-NN) with a Multilayer Perceptron (MLP) augmentation 
layer to negate optimization limitation posed by linear 
classifiers in conventional RBF-NN. The RBF centroid is 
optimized through Regrouping Particle Swarm Optimization 
(RegPSO) seeded with K-Means. The trial results of ARBF-
NN on Head-movement show a significant improvement on 
recognition accuracy up to 98.1% in sensitivity. 
 

Keyword— Unsupervised Clustering, Supervised Learning, 
Pattern Recognition, Head-movement, Neural-Network, 
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I. INTRODUCTION 
ead movement recognition strategies with neural 
network have been proven to be a comfortable, reliable 

and natural way of controlling power wheelchairs for people 
with severe mobility disabilities such as quadriplegia, 
cerebral palsy, etc. [1]-[3]. Accuracy and robustness are the 
main issues to be handled before it can be applied for real 
use. Head movement patterns essentially differ in many 
factors including speed, trajectory, noises, magnitude, hold 
time, and other tendencies depending on one’s habit and 
level of handicap which significantly affects the reliability 
of the detector. Special care needs to be considered 
regarding pattern diversity and noise resistance. 

A head-movement based wheelchair controller using 
MLP configuration by Nguyen & Craig showed a promising 
result of up to 95.8% of sensitivity [3]. Inspired by this 
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research, we propose an optimization method using a hybrid 
RBF and MLP configuration which we call the Augmented 
Radial Basis Neural Network (ARBF-NN). This technique 
optimizes the efficiency of the RBF class separation using 
an MLP augmentation layer [4]. The RBF centroids and 
radii are optimized using K-means seeded RegPSO 
algorithm. Similar hybrid configurations of RBF/MLP for 
different applications have been explored in other 
researches [5], [6].  

This paper has several objectives which are to enhance 
the reliability of head-movement recognition and to explore 
the capability of ARBF-NN for this particular problem. 

This paper is organized as follows: section II presents an 
overview of the system, the unsupervised data clustering 
method is discussed in section III, the ARBF-NN is 
discussed in section IV, the Experimental results and 
analysis is highlighted in section V, and finally section VI 
provides a conclusion and future directions for the current 
project and proposed technique. 

II. SYSTEM OVERVIEW 
The overall system can be seen in Fig.1. Input data for 

the system are sampled 3-D acceleration signals. The 
accelerometer module used in this project is RD-3152 
MMA7260Q – Zstar2 from Freescale Semiconductor. It 
provides 3-axis acceleration readings using an MMA7260Q 
accelerometer set to ±1.5g sensitivity range. The sensor uses 
wireless communication based on ZigBee protocol 2.4GHz 
band to communicate to the receiver board [7]. The 
accelerometer is installed in the middle of a cap. 

 

 
 
There are 4 different commands: left, right, forward, and 

backward. These commands are detected by tipping the 
head in a nodding action for the desired direction. Each 
command signal has a length of 2 seconds sampled with 
approximately 10Hz sampling frequency. The trigger 
signaling the beginning of a command is detected when a 
sudden change of acceleration with the magnitude of 0.05g 
(0.49m/s2) is measured. When a trigger is detected, 
reference acceleration at time zero is stored. The following 
acceleration is normalized towards the reference. The 3-D 
acceleration data is stored in form of vectors of x-y-z. 
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Fig. 1. System Block Diagram. 
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III. REGROUPING PARTICLE SWARM OPTIMIZATION 
CLUSTERING 

PSO was originally introduced by Kennedy and Eberhart 
in 1995 [8]. It has two base models: Local Best (lbest) PSO 
and Global Best (gbest) PSO. This paper will utilize the 
gbest PSO. Each particle in the swarm contains: 
 xi: the current coordinate vector of the particle, 
 vi: current velocity vector of the particle, and 
 pi: defines the personal best coordinate vector. 

Algorithm g = RegPSO_Cluster(z,Nc,Np,k,c1,c2,λ,ε) 
)min()max()( zzzrange   (1) 
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End For 
End If 

End While 
End Algorithm 

Fig. 2.  RegPSO cluster optimization algorithm 

In the context of clustering, every particle in the swarm 
resembles a set of centroid vectors. Every particle is seeded 
with K-means (3), (4). The fitness of each particle can be 
calculated as the average of mean Euclidian distances 
between input data with the centroids (12) [8].  

For each velocity and position update (8) (9), there exist 
random numbers r1 and r2, cognitive constant c1, social 
constant c2, and inertia weight w (7). Large w encourages 
exploration whereas small w encourages exploitation. xi and 
vi of each particle are clamped to prevent overflow. xi is 
clamped inside the search space Ω (10). vi is clamped in 
proportion λ of the range(Ω) (11) [10], [11]. 

Regrouping Particle Swarm Optimization (RegPSO) is 
used to remedy premature convergence and local minima 
problems [11]. A premature convergence is detected when 
the normalized swarm radius δnorm is lower than the 
stagnation threshold ε = 1.1e-4 [11]. δnorm can be defined as 
the ratio of the maximum Euclidian distance of any particle 
from its global best with the diameter of the search 
space(15)(16). Regroup results in re-initialization of 
particle positions centered around g (17). The RegPSO 
clustering algorithm can be seen in Fig.2, optimization 
process in Fig.3, and the resulting cluster in Fig.4. 

 

 
Fig.3. RegPSO cluster optimization process. gbest fitness graph vs. iterations 

(x-axis: number of iterations; y-axis: average Euclidian distances between 
input data and each centroids). 

 

 
Fig. 4.  Clustered 'left' command signals. The K-means seeded RegPSO 
algorithm appropriately clusters 24 input data. The Euclidian distance between 
the data in the cluster and its centroid is optimized up to 0.5627. 
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IV. AUGMENTED RADIAL BASIS FUNCTION NEURAL 
NETWORKS 

The ARBF-NN consists of two parts as is illustrated in 
Fig.5: The RBF layer and an MLP-NN augmentation layer. 
The RBF layer contains trained classifiers whose centroids 
are obtained from III. The output is the cluster membership 
rate. MLP-NN then translates the membership 
combinations to appropriate commands. 

 
Fig.5. ARBF-NN Configuration 

 
The RBF layer clusters the input information x into Nc 

groups. Each node in the layer uses a radial basis function. 
The radial basis function used is the Gaussian radial 
function (18). It can be described as a multi-dimensional 
Gaussian distribution with the center of μ and standard 
deviation of σ. Radius r2 of the basis function is equal to 2σ2 

[12]. Output of the RBF layer is a vector of cluster 
membership as is seen in Fig.6. 
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Fig. 6. Membership rate of input command signals. Data 1-3 are 'Left' 

command signals, data 4-6 are 'Right' command signals. X-axis shows the 
cluster numbers, y-axis shows the membership rate (0-1.0) 

 
Both μ and r2 are optimized with RegPSO. Radii 

optimization requires the connection of RBF-layer to a 
linear classifier such that it is configured as a standard 
RBF-NN. Each particle xi resembles a vector of optimum 
radii candidate. Fitness function in (12) is changed as such: 
The output matrix of the RBF layer can be determined by 
calculating xpz 22)(  ; Connection weight W can be 

optimized by performing least square between the target 
matrix d and RBF layer output matrix   for every input 
data (19). The final fitness function can be seen in (20). 
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The purpose of the augmentation of an MLP layer after 
RBF layer is to negate the optimization limitation posed by 
linear classifiers in conventional RBF-NN [4]. 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

A. Data Acquisition 
Head movement training data was taken from six healthy 

adults using 3-axis accelerometer installed in the middle of 
a cap. 40 samples of command patterns for each person was 
collected and divided randomly into training data set (85%) 
and validation data set (15%). 

Four set of test experiments were run in real time. The 
main J2SE program stores a log file of detections done by 
the system. This approach allows unbiased objective 
comparisons to be carried. The first experiment was done 
using a standard MLP network trained with Variable 
Learning Rate Backpropagation (GDX). The result of this 
training was used to test the head movement recognition 
system. The second and the third experiment were taken 
with similar steps using RBF and ARBF-NN configuration 
respectively. The fourth experiment was repeating the first 
three experiments by testing the system on four subjects that 
were not included in training or validation data (outgroup).  

B. Parameters 
The input layer consists of 60 neurons with 20 samples 

from each axis (x, y, and z). The RBF hidden layer consists 
of 20 neurons. The RBF hidden layer is connected to a 
linear classifier in case of standard RBF and to the input 
layer of an MLP network in case of ARBF. MLP hidden 
layer consists of 12 neurons as the result of trial and error 
for both ARBF and MLP configuration. Both the MLP input 
layer and hidden layer has an additional input bias neuron 
of value -1. All configurations have an output layer 
consisting of 4 neurons which relates to number of 
commands to be classified. 

C. Results 
As can be seen in Table I, II and III, specific for head 

movement recognition problem, ARBF shows accuracy 
advantage over MLP and RBF. There is a slight decrease in 
specificity as compared to RBF configuration with 
optimized centroids and radii. The ARBF configuration 
improves the sensitivity of an optimized RBF to a 
significant extent. Table IV shows improvements of 
accuracies until 8% from conventional RBF or MLP 
configurations to ingroup subjects. It is evident in the tables 
that sensitivity and specificity of the network are improved 
using the ARBF configuration. Performance of head 
movement system with ARBF configuration is relatively 
stable even when tested to outgroup subjects. 
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TABLE I. 
Experiment I Confusion Matrix for Ingroup User Test Set 

(MLP-NN Configuration) 
 Predicted Classification 
Movement Left Right Forward Back 

Actual 
Classifica

tion 

Left 40 0 0 0 
Right 0 30 0 0 
Forward 0 4 36 0 
Backward 0 0 0 38 
Unknown 0 6 4 2 

Accuracy (%) 90.0 
 

TABLE II. 
Experiment II Confusion Matrix for Ingroup User Test Set 

(RBF-NN Configuration) 
 Predicted Classification 
Movement Left Right Forward Back 

Actual 
Classifica

tion 

Left 32 0 0 0 
Right 0 35 0 0 
Forward 0 0 37 0 
Backward 0 0 0 39 
Unknown 8 5 3 1 

Accuracy (%) 89.4 
 

TABLE III. 
Experiment III Confusion Matrix for Ingroup User Test Set 

(ARBF-NN Configuration) 
 Predicted Classification 
Movement Left Right Forward Back 

Actual 
Classifica

tion 

Left 39 0 0 0 
Right 0 39 1 0 
Forward 0 0 39 0 
Backward 0 1 0 40 
Unknown 1 0 0 0 

Accuracy (%) 98.1 
 

TABLE IV. 
Sensitivity and Specificity of Different Training Methods with RBF, MLP, and 

ARBF-NN Configuration 
User and Methods Sensitivity Specificity 

ingroup, MLP 90.0 99.17 
ingroup, RBF 89.4 100 
ingroup, ARBF 98.1 99.58 
outgroup, MLP 85.00 96.25 
outgroup, RBF 79.38 99.58 
outgroup, ARBF 98.1 99.74 
 
RBF network has the tendency to not extrapolate beyond 

known data and provides high stability over patterns as is 
depicted in Table IV. It enhances the safety which is critical 
for this application. On the other hand MLP network suffers 
from misclassifications. It, however, performs better in 
global generalization. [13] 

ARBF network benefits from both networks strength and 
weakness. Having an RBF input layer stabilizes the system 
allowing it to have higher specificity by restricting global 
generalization. The MLP augmentation layer allows the 
network to be more tolerant than a standard RBF. 

VI. CONCLUSION AND FUTURE DIRECTIONS 
Based on the experiment discussed on this paper, we 

concluded that the proposed ARBF-NN configuration 
improves the performance of a standard RBF-NN and MLP-
NN for head movement recognition. We have also shown 

that RegPSO is a powerful optimization tool for both 
clustering and radii optimization. 

ARBF-NN trained with current training data is able to 
recognize head movement pattern of outgroup users up to 
98.1% sensitivity and 99.74% specificity. In order to further 
increase the performance of the proposed configuration, 
higher variability training samples from more individuals 
are required. 

The success of the proposed ARBF-NN configuration to 
improve the robustness of real time head movement pattern 
recognition opens a possibility that this configuration may 
essentially increase the performance of RBF-NN for general 
pattern recognition problems. We are currently carrying 
further research using ARBF-NN for other pattern 
recognition problems to further exploit the capability of this 
configuration. 
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