
 

 

 

  

Abstract—A new methodology to automatically extract 
features from mammograms and classify them is presented. It 
relies on a hybrid processing system that sequentially uses the 
discrete cosine transform (DCT) to obtain the high frequency 
component of the mammogram and then applies the Radon 
transform to the obtained DCT image in order to extract its 
directional features. The features are subsequently fed to a 
support vector machine for classification. The approach was 
tested on a database of one hundred images and shows 
improved classification accuracy in comparison to using the 
discrete cosine transform or the Radon transform alone, as 
done in others works.  

I. INTRODUCTION 
REAST cancer is one of the leading causes of death for 
women. Currently, the detection of microcalcifications 
(MC) is the breast tissue is one important mean of 

detecting it. Microcalcifications appear in the mammogram 
as small bright spots that are either scattered or grouped in 
clusters, and their presence may be indicative of early breast 
cancer. In the last decade, many Computer-Aided Diagnosis 
(CAD) Systems have been proposed to help radiologists 
determine the type of MC in a mammogram and potentially 
reduce the number of diagnostic errors [1, 2]. In general, a 
CAD system for breast cancer screening from mammograms 
operates in three stages: a) Specification of regions of interest 
(ROI); b) image processing for feature extraction and 
selection; d) ROI classification. The ROI specification step 
corresponds to image segments that may contain suspicious 
clusters as determined by a radiologist or an automated 
algorithm. Then, the image processing step performs filtering 
of the ROI, followed by feature extraction and selection to 
enable the distinction of benign and malignant tissue. This is 
the role of the classification task.  

Many signal processing techniques have been employed 
to process mammograms for feature extraction and 
suspicious MC detection. They include multi-resolution 
analysis tools such as the discrete wavelet transform (DWT) 
[1], the wavelet packet transform (WPT) [2], Gabor filter 
banks [3], and the dual-tree complex wavelet transform (DT-
CWT) [4]. There have also been uses of alternative 
techniques with lesser computational costs and easier 
parameter setting. This is the case of frequency domain 
transforms such as the discrete cosine transform (DCT) [5]-
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[9] and spatial transforms such as the Radon transform (RT) 
[10]-[12]. The discrete cosine transform (DCT) allows 
representing an image as a sum of sinusoids with varying 
magnitudes and frequencies, thereby converting the spatial 
information of the image into a frequency spectrum with 
real-valued coefficients. Most often, only a few of the 
obtained frequency components are needed to provide an 
accurate and compressed description of the image, hence the 
usefulness of DCT for mammogram processing. As for  RT, 
it changes an image representation from Cartesian 
coordinates to intensity averages along various orientations 
in the image plane, using a polar representation [10]. 
Because of this, RT offers readily-available and valuable 
information about oriented patterns in mammograms [11]. 
Other useful features of RT are its invariance to image 
rotation and scaling [11].  

Two other transforms that offer directional information are 
the Gabor filter banks and dual-tree complex wavelet 
transform. However, they have drawbacks in comparison to 
RT. For instance, the outputs of Gabor filter banks are not 
mutually orthogonal and possible significant correlation 
between texture features can be found as a result. There is 
also the need for an optimal tuning of their parameters for 
different frequencies and orientations. On the other hand, the 
DT-CWT needs a priori knowledge of the appropriate 
decomposition level and the type of filter to be employed. 
Finally, both Gabor filter banks and DT-CWT carry a high 
computational cost as opposed to the Radon transform. 

Several efforts have been made to use DCT or RT for 
mammogram processing. In [8], the five most significant 
coefficients of a 64-point DCT, as determined by the fisher 
criterion, were fed to a three-layer feed forward neural 
network with error back-propagation training (MLP-BP) to 
detect MCs. A 100% classification accuracy was reported 
after studying a database of 40 mammograms. In [9], a 61-
feature vector is formed to represent textural, spatial and 
spectral properties of small ROIs; the spectral domain 
information consisted of the block average and spectral 
entropy of a 16×16 DCT. The feature vectors were fed to 
both support vector machines (SVM) and generalized 
regression neural networks (GRNN), and the obtained 
performance was 98% with SVM and 97.80% with GRNN 
when processing a database composed of 7531 image 
blocks. In [10], the authors used RT do determine the block 
energy along 8 orientations and fed the resulting feature 
vector to a MLP-BP network to classify normal versus 
cancer images. The obtained correct detection rate was 88% 
for a database of 200 image blocks. In [11], the mean, 
variance, skewness, kurtosis, and entropy computed from RT 
directions were fed to a Kohonen self-organizing map to 
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classify mammograms. The achieved correct recognition rate 
was 83% using a database of 1080 mammograms.  

This paper proposes a mammogram processing and 
classification system that uses both the DCT and Radon 
transforms, and statistical features derived from them for the 
classification task with SVM. A desirable feature of the 
system is that no prior mammogram decomposition into 
image blocks is used, leading to a reduced computational 
load. As stated earlier, DCT is powerful at providing a 
compressed image representation with real-valued 
coefficients. Also, its high frequency component coefficients 
can play a dominant role in isolating suspicious MCs [6], and 
it enhances the scale invariance properties of feature sets 
from biomedical images [13]. However, DCT lacks 
directional information capability, an important feature for 
diagnosing medical images [14]. As a result, it is expected 
that a DCT-Radon processing system should provide both 
efficient high frequency mammogram information thanks to 
the DCT, and directional representation thanks to the RT, all 
with reasonable computational cost. Sequentially applying 
the two transforms prior to feature extraction should thus 
improve mammogram processing and lead to more accurate 
MC classification in comparison to using DCT or RT alone. 
A SVM is used for the classification task thanks to its 
demonstrated efficiency [9]; among the interesting features of 
a SVM with respect to other classifiers are the ability to avoid 
local minima and scalability.   

The paper is organized as follows: The proposed 
methodology is described in Section II; the experimental 
results of using it and alternative approaches are presented in 
Section III. Finally, a conclusion follows in Section IV. 

II. METHODOLOGY 
The proposed methodology is as follows:  
1. The DCT is applied to a mammogram to obtain a high 

frequency component image since MC are found in dense 
biological tissue, which corresponds to high frequencies 
in the image spectrum [2][6].   

2. The Radon transform with different orientations is 
applied to the obtained DCT high frequency image to 
obtain RT-filtered images that provide directional 
information. 

3. Statistical features are computed from the Radon- 
processed images.  

4. SVM is used to classify the extracted feature for final 
diagnosis.  

The schematic diagram of the proposed system is shown in 
Fig.1, and those of only using DCT [7][8] or RT [10][11] are 
summarized in Fig. 2 and Fig. 3, respectively, for 
comparison. Finally, in order to study the impact of using 
one transform before the other, experiments were also 
conducted where RT is applied first, and its resulting 
directional images processed by DCT (Fig. 4). The Matlab 
Image Processing Toolbox was used for computations. 
A. Discrete cosine transform  
As mentioned before, the discrete cosine transform converts 
the spatial representation of an image into the frequency 

domain. The two-dimensional DCT of an M×N image I(m,n) 
is defined as follows: 

 
Fig.  1. Schematic diagram of the proposed DCT-RT system 

 
Fig. 2. Schematic diagram of the DCT-based system 

 

 
Fig. 3. Schematic diagram of the RT-based system 

 
Fig.  4. Schematic diagram of the RT-DCT-based system 
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where, Cpq are the coefficients of the discrete cosine 
transform, and the parameters αp and αq are defined by:  
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B. Radon transform 
The Radon transform [10]-[12] describes an image in terms 
of the sum of pixel intensities along lines pointing in various 
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directions. The continuous radon transform of an image 
I(x,y) is given by: 
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where δ(.) is the Dirac delta function and                  
ρ = x.cos(θ) + y.sin(θ) defines the perpendicular distance of 
all lines in the image plane which form an angle θ ∈[0,π] 
with respect to the x-axis. Consequently, R(ρ,θ) represents 
scans of I(x,y) over the infinite set of lines defined by                                
ρ - x.cos(θ) + y.sin(θ) = 0.  In this study, four orientations 
are used as in [3]: θ = {0, π/4, π/2, 3π/4} so that the 
application of the Radon transform to a DCT-filtered image 
leads to four separate one-dimensional results.  

C. Features extraction  
Two commonly used statistics were extracted from the DCT 
and RT-processed images. Entropy helps distinguish 
homogenous and heterogeneous biological tissue [15] and 
energy is suitable to detect topological changes and 
asymmetry in cancer images [16]. Thus, for each DCT 
image processed by the Radon transform, an 8-element 
feature vector is formed (four DCT-RT orientations, each 
one with one value of entropy and one of energy) and 
written as: 
   xDCT-RT = [eDCT-RT,1, eDCT-RT,2, eDCT-RT,3, eDCT-RT,4, 

  EDCT-RT,1, EDCT-RT,2, EDCT-RT,3, EDCT-RT,4] (5) 
Similarly, the entropy and energy are extracted from each 
RT image processed by the DCT in the RT-DCT-based 
approach shown in Fig. 4, leading to the following feature 
vector: 
    xRT-DCT=[eRT-DCT,1, eRT-DCT,2, eRT-DCT,3, eRT-DCT,4, 

ERT-DCT,1, ERT-DCT,2, ERT-DCT,3,ERT-DCT,4] (6) 
For the standard DCT-based (Fig. 2) and RT-based 
approaches (Fig. 3), the extracted feature vectors are 
respectively: 

xDCT=[eDCT, EDCT]         (7) 
xRT=[eRT,1, eRT,2, eRT,3, eRT,4, ERT,1, ERT,2, ERT,3,ERT,4]   (8) 

D. Support Vector Machines 

Support Vector Machines (SVM) [17] are employed to 
distinguish normal from malignant images, using the 
obtained feature vectors as inputs. The discriminant function 
of the non-linear SVM for a binary classification problem is 
given by: 
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where xi is the training data that belong to either {+1,-1}, S 
is the training data size, αi are Lagrange multipliers subject 
to 0 < αi < c, b is a bias weight, K(.) is the kernel function 
and c is a parameter that influences the tolerance to 
misclassifications. In this study, a polynomial kernel is used 
for the SVM since it is a global kernel, thus allowing data 
points that are far away from each other to have an influence 

on the kernel values as well. The polynomial kernel is given 
by: 

( ) ( )( )d
iiK 1, +⋅= xxxx                                                  (10) 

where the kernel parameter d is the degree of the polynomial 
to be used; d is set to 2 in this study. 

III. EXPERIMENTAL RESULTS 
In order to investigate the performance of the combined 

DCT and Radon transforms for feature extraction, one 
hundred digital mammograms were taken from The Digital 
Database for Screening Mammography (DDSM) [18]. They 
consisted of fifty normal images and fifty cancer images. An 
example of a digital mammogram is shown in Fig. 5, and the 
Radon transform spectra of its DCT signal is given in Fig. 6.  

  
 
Fig. 5. Example of a normal mammogram. Left: original mammogram; 
right: ROI image for processing (96×322 pixels).  
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Fig.  6. RT of DCT image as function of perpendicular line distance from 
the origin X' = ρ = x.cos(θ) + y.sin(θ),  for θ ∈{0, π/4, π/2, 3π/4}  

All four processing systems illustrated in Fig. 1 to 4 were 
used in turns, with 10-fold cross-validation used in each 
experiment. The ten folds corresponded to a random split of 
the one hundred mammograms into groups of ten, after 
which the SVM was trained ten times, each once with nine 
folds used for learning and the remaining one for testing (in 
other words, one of the folds was kept out from training in 
rotation). For each fold, the correct classification rate as 
defined in [3][4][7][10]-[13] and its standard deviation were 
computed. Fig. 7 provides the obtained results. It shows that 
the feature extraction approach based on combining the DCT 
and Radon transform (RT) improved the classification 
accuracy with respect to using DCT or RT only. For 
instance, when using only RT-based feature extraction, the 
achieved average accuracy was 67.76% (±0.04), and when 
using only DCT-based feature extraction, it was 88.13% 
(±0.02). On the other hand, applying the Radon transform to 
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the DCT signal before feature extraction allowed an 
accuracy improvement by more than four percentage points 
overall: the obtained classification accuracy with DCT-RT 
was 92.98% (±0.06). 
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Fig.  7. Correct classification rates given 10-folds cross-validation.  

This is no longer true if the order of the DCT and RT 
operations is reversed; Fig. 7 shows that the Radon-DCT 
approach led to the worst classification performance since 
the achieved average detection rate was only 64.04% 
(±0.06). This is intuitively understandable since the radon 
data only corresponded to four orientations in this study and 
performing a spectral analysis of such sparse data does not 
lead to really useful information. In sum, it is more suitable 
to transform the mammogram in the frequency domain and 
then apply Radon transform to obtain directional features 
from the high frequency representation of the original 
mammogram.     

IV. DISCUSSION AND CONCLUSION 
The obtained results are very promising given the relative 
computational complexity of the DCT-RT approach and the 
near 93% classification accuracy it achieved.  These are to 
be compared to alternative studies with multiresolution 
transforms based on the Gabor filter or wavelet transforms 
(WT). For instance, works based on Gabor filter banks [3], 
dual-tree continuous wavelet transform [4], Radon transform 
[10], and complex wavelet transform [13] reported 
respective correct classification rates of 73%, 88%, 80%, 
and 87%. However, these results were obtained with 
different mammogram databases, making it difficult to make 
objective comparisons between the different techniques. 
Nevertheless, they can provide a crude estimate of the merit 
of the proposed DCT-Radon approach.  
      In summary, we proposed a supervised-learning 
processing system for mammogram classification that uses 
statistical features obtained from the sequential combination 
of the discrete cosine transform and the Radon transform to 
classify normal and cancer images, using support vector 
machines as classifiers. Our validation results show that this 
hybrid processing model allows achieving higher 
classification accuracy then when using the discrete cosine 
transform or the Radon transform alone. In other words, 
directional features regarding frequency domain information 
appear to help improve the detection of suspicious 

mammograms. In future work, more features and angles will 
be examined to investigate this further.  
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