
 
 

 

� 

Abstract— One of the most challenging problems in 
intensive care is the process of discontinuing mechanical 
ventilation, called weaning process. An unnecessary delay in 
the discontinuation process and an early weaning trial are 
undesirable. This paper proposes to analysis the respiratory 
pattern variability of these patients using autoregressive 
modeling techniques: autoregressive models (AR), 
autoregressive moving average models (ARMA), and 
autoregressive models with exogenous input (ARX). A total of 
153 patients on weaning trials from mechanical ventilation 
were analyzed: 94 patients with successful weaning (group S); 
38 patients that failed to maintain spontaneous breathing 
(group F), and 21 patients who had successful weaning trials, 
but required reintubation in less than 48 h (group R). The 
respiratory pattern was characterized by their time series. 
The results show that significant differences were obtained 
with parameters as model order and first coefficient of AR 
model, and final prediction error by ARMA model. An 
accuracy of 86% (84% sensitivity and 86% specificity) has 
been obtained when using order model and first coefficient of 
AR model, and mean of breathing duration. 

I. INTRODUCTION 
Mechanical ventilators are used to provide life support in 

patients with respiratory failure. Assessing autonomic 
control during the ventilator weaning provides information 
of physiopathological imbalances. Autonomic parameters 
can be derived and used to predict success in discontinuing 
from the mechanical support. Some investigations reported 
that near 40% of the intensive care unit patients need 
mechanical ventilator for sustaining their lives. Among 
them, 90% of the patients can be weaned from the 
ventilator in several days while the other 5% - 15% of the 
patients need longer ventilator support. However, ventilator 
support should be withdrawn promptly when no longer 
necessary so as to reduce the likelihood of known 
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nosocomial complications and costs [1]. The variability of 
breathing pattern is non-random and may be explained 
either by a central neural mechanism or by instability in the 
chemical feedback loops [2]. Several studies have 
evidenced the nonlinear dynamical behavior of the 
respiratory system [3]-[6]. 

The respiratory pattern describes the mechanical function 
of the pulmonary system, and can be characterized by the 
following time series: inspiratory time (TI), expiratory time 
(TE), breathing duration (TTot), tidal volume (VT), fractional 
inspiratory time (TI/TTot), mean inspiratory flow (VT/TI) 
and rapid shallow breathing (f/VT), where f is respiratory 
rate.  

In our previous work, we characterized the respiratory 
pattern of patients in weaning process through variability of 
the respiratory time series, separated into correlated, 
oscillatory and random fractions [5]. In this paper, we 
propose the study of variability in this respiratory pattern, 
using autoregressive models (AR), autoregressive moving 
average models (ARMA), and autoregressive models with 
exogenous input (ARX). The most relevant parameters are 
used in order to classify these patients. The aim of this 
study is to provide enhanced information in order to 
identify patients with successful spontaneous breathing 
trials and patients with unsuccessful trials. 

II. METHODOLOGY 

A. Subjects 
Respiratory flow signals were measured in 153 patients 

on weaning trials from mechanical ventilation (WEANDB 
database). These patients were recorded in the Departments 
of Intensive Care Medicine at Santa Creu i Sant Pau 
Hospital, Barcelona, Spain, and Getafe Hospital, Getafe, 
Spain, according to the protocols approved by the local 
ethic committees.  

Using clinical criteria based on the T-tube test, the 
patients were submitted under spontaneous breathing test, 
were disconnected from the ventilator, and maintained 
spontaneous breathing through an endotraqueal tube during 
30 min. The records were obtained few minutes after 
disconnection. If the patients maintained the spontaneous 
breathing with normality they were extubated, if not, they 
were reconnected. When the patients still maintained the 
spontaneous breathing after 48 h, the weaning trial process 
was considered successful, if not, the patients were 
reintubated. The patients were classified into three groups: 
group S, 94 patients (61 male, 33 female, aged 65±17 
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years) with successful weaning; group F, 38 patients (24 
male, 15 female, aged 67±15 years) that failed to maintain 
spontaneous breathing; and group R, 21 patients (11 male, 
10 female, aged 68±14 years) who had successful weaning 
trials, but required reintubation in less than 48 h.  

B. Measurements of ventilation 
Respiratory flow signal was acquired using a pneumo-

tachograph (Datex-Ohmeda monitor with a Variable-
Reluctance Transducer) connected to an endotracheal tube. 
The signals were recorded at 250 Hz sampling rate, during 
30 min. The time series used in the characterization of the 
respiratory pattern were: TI, TE, TTot, VT, TI/TTot, VT/TI, 
respiratory rate (f) and f /VT. 

C. Modeling techniques 
� Autoregressive model (AR). The autoregressive (AR) 
model of an order p can be written as AR(p), and is defined 
as  

� � � � � � � �nepnxanxanx p ������ �11  (1) 

where x(n) is the series under investigation, a1,..., ap are the 
autoregressive coefficients, and e(n) is a zero-mean white 
noise with variance �2. The coefficients ap and the variance 
�2 are estimated using Levinson-Durbin recursion. The 
model order determination has been based on the Akaike 
Final Prediction Error (FPE) [7], [8], and is defined as 
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where p is the order of the model, N the number of data and 
s2p the total square error, which is given by [9] 
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� Autoregressive moving-average model (ARMA). The 
power of ARMA models is that they can incorporate both 
autoregressive and moving average terms. The use of 
ARMA models was popularized by Box and Jenkins [9]. 
ARMA(p, q) model is given by  
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where p and q are the orders of the process estimated by the 
Akaike criterion, and a1,...,ap and b1,...,bq are the 
coefficients of the model [9]. 

� Autoregressive model with exogenous input (ARX). This 
model is defined with an exogenous input u(n) and output 
x(n), by  
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since p and q the orders of the model, and a1, ..., ap and  
b1, ..., bq their coefficients [10].  

For each time series the following parameters were 

calculated: model order, first coefficient of the model and
final prediction error. Non-parametric Kruskal-Wallis 
statistical test was applied when comparing the three groups 
of patients, and Mann-Whitney U-test when comparing two 
groups. 

D.  Classification methods 
After obtaining the most relevant parameters with the 

models presented before, the next classification methods 
were applied. The leave-one-out procedure was used. 
� Logistic regression is an approach to prediction, like 

ordinary least square regression. However, with logistic 
regression, the research is predicting a dichotomous 
outcome [11], [12]. This method is given by  
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where p is the occurrence probability of an event x of the 
data series X, and  αk the weight of the parameters. 
� Linear discriminant analysis can be used only for 

classification (i.e., with a categorical target variable), not 
for regression. The target variable may have two or more 
categories [13], [14]. It has been defined as 
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where Xi and µ0 are the independent parameters and  
independent term, respectively, and µ1 are the discriminant 
function coefficient.  

� Support vector machines (SVM) are based on 
transforming data into a higher dimensional space since 
they may convert a complex classification problem into a 
simpler one that can be solved by a linear discriminant 
function, known as an hyperplane, defined by  [15] 
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where αi and b are determined for solving a large scale 
quadratic programming problem, for which efficient 
algorithms exist that guarantee global optimum values [16]- 
[18]. 

Kernels like linear, quadratic, polynomial, radial basis 
function and multilayer perceptron were evaluated, and 
finally, the linear kernel was selected. 

 

TABLE I 
MEAN ± STANDARD DEVIATION OF THE TIME SERIES THAT 

CHARACTERIZED THE BREATHING PATTERN FOR EACH GROUP OF 
PATIENTS: S, F AND R 

Series S F R p-value 
TTot (s) 2.79±0.73 2.25±0.80 2.69±0.10 <0.0005 

TI  (s) 1.09±0.31 0.99±0.59 1.20±0.86 <0.0005 

TE (s) 1.69±0.52 1.26±0.35 1.48±0.26 <0.0001 

VT (mL) 622±492 565±484 780±709 ns 

TI/TTot 0.39±0.06 0.42±0.08 0.41±0.07 ns 
VT/TI(mL/s) 629±493 687±539 800±524 ns 

f/VT(breath/min/L) 70.7±73.7 96.5±88.6 62.3±53.9 <0.005 
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III. RESULTS 
The most relevant parameters are selected in order to 

classify patients in weaning process. The characterization 
of the respiratory pattern is evaluated considering the 
following three groups of patients: group S (patients with 
successful weaning), group F (patients with failed 
weaning), and group R (patients reintubated).  

Table I presents the mean and standard deviation of the 
most relevant series that characterized the breathing pattern. 
The most statistically significant parameters were TTot TI, 
TE and f/VT. The mean of the TTot TI, TE are lower in 
patients of group F than patients of group S and R.  

Table II presents, for AR model, the mean, standard 
deviation, and p-value of the most relevant parameters for 
the model order (p) in the three groups of patients. The 
mean and standard deviation of patients group F are lower 
than the other two groups. 

Table III presents, for AR model, the mean, standard 
deviation, and p-value of the most relevant parameters for 
the first coefficient of the model in the three groups of 
patients. The mean and standard deviation of group F is 
higher than in the other two groups. On the other hand, the 
group R presents the lower values. 

FPE of AR model, presented significant differences 
between groups S and F in TE and TTot series. The mean 
values of order p estimated with ARMA model, tend to be 

higher in group S than in Group F, with TTot, TI and TE. The 
most relevant parameter obtained is TE (p =0.02). No one of 
the parameters of group R presented statistical significant 
differences with this model. When comparing the order q, 
TI, TE and TTot were higher in group S than in group F. 

Table IV presents, for ARMA model, the FPE mean, 
standard deviation, and p-value of the most relevant 
parameters. Additionally, the mean of the order p tends to 

be higher in group S, suggesting greater variability in the 
time series of this group. 

When applying ARX(p,q) models, the results of the order 
p tend to higher in group F than in group S, in all time 
series (Table V).  In the group R the values of the four basic 
respiratory series are higher than in the group S.  

Table VI presents the lists of parameters that showed 
higher statistically significant difference with the functions 
used for sorting with the logistic regression, linear 
discriminant analysis, and SVM. All possible combinations 
of parameters were analized. 

 
TABLE III 

AR FIRST COEFFICIENT OF THE MODEL OBTAINED IN THE TIME SERIES THE 
RESPIRATORY PATTERN IN GROUPS S, F Y R (MEAN ± STD.) 

Series S F R p-value 
TTot (s) 0.409±0.168 0.430±0.228 0.387±0.154 <0.005 
TI  (s) 0.323±0.173 0.358±0.182 0.323±0.183 <0.005 
TE (s) 0.361±0.162 0.382±0.185 0.312±0.131 <0.005 
VT (L) 0.477±0.178 0.482±0.213 0.402±0.168 <0.005 

 

 
TABLE IV 

FPE OF THE ARMA MODEL IN THE TIME SERIES OF THE RESPIRATORY 
PATTERN IN GROUPS S, F AND R (MEAN ± STD.) 

Series S F R p-value 
TTot (s) 0.31±0.70 0.21±0.43 1.45±6.043 <0.01 
TI  (s) 1.00±6.77 0.21±0.37 0.21±0.23 <0.005 
TE (s) 1.34±6.79 0.44±0.68 1.75±6.24 <0.01 
VT (L) 80.80±20.80 60.12±14.624 17.33±57.03 <0.01 

 

 
TABLE V 

ORDER P ESTIMATED FOR ARX  MODEL  IN THE TIME SERIES OF THE 
RESPIRATORY PATTERN IN GROUPS S, F AND R (MEAN ± STD.) 

Series S F R 

TTot (s) 3.74±3.38 4.51±3.65 4.69±3.62 
TI  (s) 3.78±3.25 4.33±3.23 3.81±3.75 
TE (s) 3.65±3.22 4.15±3.28 4.42±3.72 
VT (L) 3.82±3.19 4.36±3.37 4.19±4.14 
TI/TTot 5.28±3.52 7.41±4.62 7.14±5.20 
VT/TI(mL/s) 4.07±3.67 4.41±3.16 3.42±2.59 

f/VT(breath/min/L) 2.66±2.42 3.64±2.83 2.61±2.43 

 

 

TABLE II 
AR MODEL ORDER OBTAINED IN THE TIME SERIES OF THE RESPIRATORY 

PATTERN IN GROUPS  S, F AND R (MEAN ± STD.) 

Series S F R p-value 
TTot (s) 36±38 26±38 42±43 <0.001 
TI  (s) 39±37 30±28 36±39 <0.001 
TE (s) 40±39 37±29 46±36 <0.001 
VT (L) 37±36 35±33 47±38 <0.001 

 

 
TABLE VI 

THE RELEVANT VARIABLES THAT CHARACTERIZED THE BREATHING 
PATTERN USED TO TRAIN THE LOGISTIC REGRESSION CLASSIFIERS, LINEAR 

DISCRIMINANT, AND SUPPORT VECTOR MACHINES 

Name Variables Series  p-value 
X1 Mean TE <0.0001 
X2 Mean TI <0.0005 
X3 Mean TTot <0.0005 
X4 Mean f/VT <0.005 
X5 AR model order TE <0.001 
X6 AR model order TI <0.001 
X7 AR model order TTot <0.001 
X8 AR model order f/VT <0.001 
X9 First coefficient AR model TE <0.005 
X10 First coefficient AR model TI <0.005 
X11 First coefficient AR model TTot <0.005 
X12 First coefficient AR model f/VT <0.005 
X13 ARMA model FPE TI <0.005 
X14 ARMA model FPE TE <0.01 
X15 ARMA model FPE TTot <0.01 
X16 ARMA model FPE f/VT <0.01 
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The logistic regression function (Eq. 9) with the best 
classification rate (87%), was the average value of TE 
variable (X1), AR model order of  TE variable (X5) and the 
first AR coefficient of TE (variable X9).  
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The linear discriminant function (Eq. 10) with better 

classification rate (86%), combined the average variables 
TE, order p in AR model for TE and TTot series, and the first 
coefficient of the model for the same series.   
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Finally, Table VII presents the best values of accuracy, 
sensitivity and specificity obtained with the proposed 
classification methods. 

IV. CONCLUSION 
The breathing pattern in the three groups of patients can 

be characterized using the first coefficient and order p 
parameters of the model, through autoregressive models 
AR(p), when comparing TI, TE, and VT time series.  

Likewise, the final prediction error is a relevant 
parameter of models ARMA(p,q) when comparing  the 
same time series (TI, TE, and VT). 

In addition to the differences found previously, when 
characterizing the respiratory pattern, with correlated, 
oscillatory and random fractions information [5], and 
variability by symbolic dynamics [4], present significant 
differences in mean, AR model order, first coefficient AR 
model, and FPE of the ARMA model, of some time series. 

When classifying all groups of patients, using logistic 
regression, linear discriminant analysis, and support vector 
machines, the accuracy is higher than 86% in all case, with 
the best relation between specificity (86%) and sensitivity 
(84%) using the linear discriminant analysis classification.  

As a preliminary study, these results suggest that the 
most relevant variables obtained by the characterization of 
the respiratory pattern using autoregressive modeling 
techniques, are a promising approach to evaluate 
differences between patients on weaning trials, in order to 
identify the optimal extubation moment.  

Nevertheless, additional parameters and clinical 
information about the patients should be considered before 
the weaning trial for even greater discrimination between 
these three groups, and identification of reintubated patients 
in particular. The significance of the results, though being 
promising, needs to be further established on a larger set. 

ACKNOWLEDGMENT 
The authors would like to thank the staff of the Intensive 

Care Departments at Santa Creu i Sant Pau Hospital, 
Barcelona, and at Hospital Universitario de Getafe, Getafe, 
Spain, for their collaboration with the signal database. 

REFERENCES 
[1] Jiin-Chyr Hsu, Yung-Fu Chen, Hsuan-Hung Lin, Chi-Hsiang Li and 

Xiaoyi Jiang, “Construction of Prediction Module for Successful 
Ventilator Weaning”, New Trends in Applied Artificial Intelligence, 
2007, pp. 766-775. 

[2] Bruce E.N., “Measures of respiratory pattern variability”, in 
Bioengineering approaches to pulmonary physiology and medicine, 
Plenum Press, pp. 149–160, 1996. 

[3] Tobin, M.J., M.J. Mador, S.M. Guenter, R.F. Lodato, M.A. Sackner,  
“Variability of resting respiratory center drive and timing in healthy 
subjects”. J. Appl. Physiol., 65, pp. 309-317. 1998. 

[4] Caminal P., Mateu J., Vallverdú M., Giraldo B., Benito S., Voss A., 
“Estimating the respiratory pattern variability by symbolic 
dynamics”, Methods of Information in Medicine, in press, 2003. 

[5] Girarldo B.F., Chaparro J., López-Rodríguez D., Great D.,  Benito 
S., Caminal P., “  Study of the respiratory pattern variability in 
patients during weaing trials”, Engineerring in Medicine and Biology 
Society, IEMBS ’04. 26th Annual International Conference of the 
IEEE. 2004. 

[6] M.J. Tobin, “Advances in mechanical ventilation”, N. Engl. J. Med., 
Vol. 344, N. 26, pp. 1986-1996, 2001. 

[7] L. Ljung, “System Identification: Theory for the user”, Prentice-Hall, 
Englewood Cliffs, New Jersey, 1987. 

[8] Khorshidi, Sh.,  Karimi, M., “Modified AIC and FPE criteria for 
autorregresive (AR) model order selection by using LSFB estimation 
method”, International Conference on Advances in Computational 
Tools for Engineering Applications, ACTEA’09. 2009. 

[9] Rahim H., Ibrahim F., “Model Order Selection Criterion for 
Monitoring  Hemoglobin Status in Dengue Patients using ARX 
model”, International Conference in Informatión Technology and 
Application in Biomedicina, ITAB’08. 2008.  

[10] Box G., Jenkins G., Reinsel G., “Time Series Analysis, Forescasting 
and Control”, Third Edition, Prentice Hall International Inc.1994. 

[11] Van den HOF P.M.J., WALHLBERG B., WEILAND S., “System 
Identification”, Symposium on System Identification 13th IFAC . 
2003. 

[12] H.Tinsley and S. Brown, “Handbook of applied multivariate 
statistics and mathematical modeling”, Academic Press, 2000. 

[13] Jhonson R., Wicher D., “Applied Multivariate Statistical Analysis”, 
Quinta Edición, Editorial Prentice Hall Hispanoamericana. 2006. 

[14] Hair J., Anderson R., Tatham R., Black W., “Multivariate Data 
Analysis ”, 5th Edition, 1999 

[15] Huberty C., “Applied Discriminant Analysis, Whiley Series in 
Probability and Mathematical Statistics”, Editorial Jhon Wiley & 
Sons Inc., 1994.  

[16] A. Garde, R. Schroeder, A. Voss, P. Caminal, S. Benito and B.F. 
Giraldo, “Patients on weaning trials classified with support vector 
machines”, Physiol. Meas. 31, pp. 979–993, 2010. 

[17] Steinwart I., Chrismann A., “Super Vector Machine, Information 
Science and Statistics”, Editorial Springer. 2008. 

[18] Burges C., “A tutorial on support vector machines for pattern 
recognition”, Journal of Data Mining and Knowledge Discovery, vol 
1, no2. 1998. 

 
TABLE VII 

RANKING FUNCTIONS PROPOSED FOR THE DISCRIMINATION OF PATIENT 
GROUPS IN THE PROCESS OF WEANING. 

Method Accuracy Specificity Sensitivity 
Logistic regression 0.87 0.93 0.70 
Linear discriminat  0.86 0.86 0.84 
Support  vector 
machines 0.87 0.95 0.70 

 

5693


	MAIN MENU
	CD/DVD Help
	Search CD/DVD
	Search Results
	Print
	Author Index
	Keyword Index
	Program in Chronological Order

