
 

 

 
 
 
 

  
Abstract— In this paper we present a high-fidelity method 

for 2D and 3D image boundary segmentation. The algorithm is 
a novel combination of graph-cuts and initial image 
segmentation. The pre-segmentation using anisotropic vector 
diffusion and the fast marching method is employed so that the 
size of the graph being considered is significantly reduced. To 
further improve the segmentation accuracy, some user 
guidance is taken into account in finding the minimal graph 
cut. To this end, a user-friendly graphical user interface (GUI) 
is developed not only for visualization purposes but for user 
input and editing as well. The approaches and tools developed 
are validated on a number of 2D/3D biomedical imaging data, 
showing the high efficiency and effectiveness of our method. 
 
 

I. INTRODUCTION 
 

HE boundary of an object is a generic feature 
defining the shape of the object. Boundary detection 
(or segmentation) in a digitized 2D or 3D image has 

been a fundamental research problem in image processing 
and informatics. Briefly speaking, boundary segmentation is 
a way to separate the features of interest from surrounding 
backgrounds or materials. Many other tasks, such as shape 
modeling and feature recognition, rely largely on correct 
segmentation. Manual segmentation is very tedious, 
inaccurate, and often subjective from person to person, even 
with the help of sophisticated graphical user interfaces [1-2]. 
It becomes even more challenging when a complicated 3D 
volume is under investigation. On the other hand, fully 
automated segmentation is still considered to be one of the 
hardest problems in the field of image processing, although 
various techniques have been described for automatic or 
semi-automatic segmentation. Commonly used methods 
include segmentation based on edge detection [3], region 
growing and/or region merging [4], active curve/surface 
motion [5], watershed immersion method [6], and 
normalized graph cut [7] and eigenvector analysis [8]. 

Among the existing computational approaches for 
segmentation, the deformable contour has drawn a lot of 
attention in recent years. There are two ways of representing 
deformable contours: one is parametric (i.e., the well-known 
snake model) [9] and the other is geometric (i.e., the level 
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set method) [10]. The drawback of the parametric approach 
is that any topological change of contours would heavily 
complicate the procedures and data structures being used. 
By contrast, the level set method can handle topological 
changes naturally but is computationally more expensive 
due to the added dimension in the technique. When a single 
contour is considered in both parametric and geometric 
methods, one has to determine when the deforming process 
stops, which is often very tricky to do. In [4], a variant of 
the level set method was described to segment features in an 
image. This method, called the multi-seeded fast marching 
method, is used in conjunction with seed classification and 
region growing and merging [4, 11]. 

Another popular method used in image segmentation is 
the normalized graph cut method [7, 12]. In this approach, 
an image is treated as a graph, where each pixel corresponds 
to a node and an edge is created between two adjacent 
pixels. The segmentation result is obtained from the 
minimal graph cut, in a way similar to data clustering – the 
intra-class difference is minimized while the inter-class 
difference is maximized. Therefore, this method produces 
image segmentation in a more natural way. However, the 
original graph cut method is computationally expensive 
because the graph size generated from the original image 
may be huge, especially for 3D images. To remedy this 
problem, the concept of “superpixels” has been introduced 
to group a set of local, coherent pixels sharing similar 
texture or brightness into a region (or superpixel) [4, 13-14]. 
A simplified graph can be constructed and techniques such 
as graph-cuts or region-merging may be used to further 
group these regions into more meaningful segmentation. It 
has been estimated that using superpixels can tremendously 
reduce both time and memory consumptions [15]. 

While numerous segmentation algorithms have been 
explored, fully automatic segmentation methods with high 
accuracy still remains an open problem in medical image 
informatics, especially when the input image is corrupted by 
various noise or artifacts. Quite often, a doctor (or user) may 
need to edit the result after the segmentation is completed. 
This post-process, however, may be difficult for both the 
user and software developers when object shapes become 
complicated in 3D cases. Alternatively, one can ask the user 
to provide some guidance before the segmentation is 
executed. This pre-process is what we will adopt in our 
approach. To reduce the burden of the user, the guidance 
provided by the user must be as simple as possible for the 
user to input and for the program to understand. The easiest 
way is to pick a few points of interest (POI) and assign the 
type of each one of them. To this end, a user-friendly 
graphical interface is crucial and will be provided as part of 
the algorithms and toolkit described in the present paper.  
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Here is  and js  are the seeds selected by the user for 
type A and B respectively. This definition can be extended 
to multiple components (types). Because the dimensionality 
of the input image (2D or 3D) has been handled during the 
initial segmentation, this problem is independent of the 
input image. For time efficiency, we adapt the iterative 
greedy method described in [20] to solve the above 
constrained graph-cut problem for image segmentation. 
 
C. A Graphical User Interface for Seed Selection 

We have designed a user-friendly graphical interface to 
facilitate the user input (i.e., selecting a couple of seeds and 
types by the user) to guide the constrained graph cut 
segmentation. The GUI and associated algorithms are 
written in a combination of C/C++ programs on top of the 
popular graphics library OpenGL, so that the software 
toolkit developed can be easily installed and executed in 
common systems. In particular, this toolkit provides a 
platform for users to select seed points for specific image 
features to be segmented. Fig. 2 shows an example of seed 
selection. The seeds can be picked in two ways: on 2D cross 
sections (in an arbitrary orientation) or 3D isosurfaces (see 
Window A in Fig. 2). The 3D coordinates and types 
assigned will be displayed in the property window and the 
user is allowed to change the types or delete the seeds 
(Window B). Other non-editable information will be 
displayed in Window C. Once the segmentation is finished, 
the results will be converted into high-quality surface and 
volumetric meshes for the downstream simulation problems 
[21]. This toolkit will be made available to the biomedical 
imaging and modeling community. 

 
 

III. RESULTS 
 

The algorithm described has been applied to a number of 
biomedical images in both 2D and 3D. Fig. 3A shows an 
example of electron microscopy image of cardiac sub-
cellular structures, i.e., transverse tubules (t-tubule) 
surrounded by junctional sarcoplasmic reticulum (jSR). The 
size of the image is 273*316 pixels. Fig. 3B and 3C show 
the initial and final segmentation results, respectively, using 
our methods described above. From the results shown in Fig. 
3D (segmentation with the original pixel-based method [20]) 
and Fig. 3E (segmentation with our method but without user 
guidance), we can see that the combined algorithm we 
proposed can achieve significantly better performance. 

When the original image  is  corrupted with a high level 
of noise,  it is often necessary to smooth  the  image  before  

 
 
applying the segmentation algorithms. Fig. 4A shows an 
example of serial sectioning images of neurons (with image 
size of 463*322 pixels). Fig. 4B shows the segmentation 
result on the original image. By comparison, Fig. 4C and 4D 
show the smoothed image using the anisotropic filter [22] 
and the segmentation of the filtered image, respectively. 

The algorithms described have been extended to segment 
3D imaging data. Fig. 5 shows the segmented left ventricle 
from time-varying MRI images of the heart. One cross-
section image is shown in Fig. 1B. Note that the surface 
models in Fig. 5 are reconstructed from the segmentation 
results by using the meshing toolkit as described in [21]. 

The comparisons of running time between our method 
and the pixel-based method [20] are given in Table 1. We 
can see that the total time for the two 2D examples are 
almost the same for both methods. However, the pre-
segmentation in our method is executed only once in the 
beginning of the procedure. Once it is done, the user can run 
the constrained graph cut algorithm for as many as times in 
a very efficient way. Therefore, our method is very suitable 
for semi-automatic (interactive) image segmentation. 

 

IV. CONCLUSION 
This paper presents a new image segmentation method 
based on pre-segmentation and constrained graph cuts, 
which are encapsulated into a user-friendly GUI. Because of 
the super-pixels used, the proposed method shows 
considerably higher segmentation accuracy and speed (in 
case the user wants to repeatedly refine the segmentation), 
as compared to the original pixel-based method. 

 
       
Figure 2 An illustration of our interactive toolkit. (A) The main display 
window is used to interactively manipulate the objects. Shown here are the 
cross sections and iso-surface of a 3D MRI image of the heart. (B) The 
editable property window shows a tree-like data structure with associated 
properties (i.e., the seed points and their types selected by the user). (C) The 
non-editable window shows some general information about the object as well 
as the operations (e.g., running time and size of the input image or mesh). 

A 

B
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Table 1 Running time: our method vs. the pixel-based method [20] 

Images Sizes Pixel-based 
graph-cuts 

Our method 
Pre-

segmentation 
Graph 
cuts 

Fig. 3 273*316 2.14 s 1.94 s 0.16 s 

Fig. 4 463*322 4.28 s 3.5 s 0.39 s 
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Figure 5 The surface models of the left ventricular chamber (see Fig. 1B 
for one of the cross section images) at two time steps. (A) Before the 
heart contraction (end-diastole). (B) 60ms after the heart contraction. 

   
 

    
 
Figure 4 (A) Original serial sectioning image of neurons. The 
regions to be segmented are manually picked by the user as 
indicated by blue dots. (B) The segmentation of the image in (A). 
(C) The smoothed image with anisotropic filter. (D) The 
segmentation result on the filtered image in (C). 

   
 

        
 
Figure 3 (A) The original electron microscopy image of cardiac sub-
cellular structures. (B) Result of the pre-segmentation. (C) The image 
segmentation result using pre-segmentation and user-guided (or 
constrained) graph cut approach. (D) The segmentation result using 
the original pixel based method [20]. (E) The segmentation result 
with pre-segmentation but without user guidance.  
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