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Abstract— The gait movement seems simple at first glance,
but in reality it is a very complex neural and biomechanical
process. In particular, if a person is affected by a disease or an
injury, the gait may be modified. To help detecting such change,
we propose a new method based on multiple depth cameras.
The aim of this paper is to show the possibility to reconstruct
the body 3D volume in real time during gait in order to detect
a pathological problem related to this movement and eventually
improve diagnosis. Preliminary results showed that the system
is sensitive to gait change produced by a heel prosthesis (heel
cup) inserted in one shoe of subjects walking on a treadmill.
The system detected a difference between maximal forward
and backward positions of lower limbs for this pathological
walk, a difference that was negligible for normal walk. These
promising results were obtained with only 3 low cost depth
cameras; we therefore believe that such methodology opens a
new and affordable way for 3D volumetric gait analysis.

I. INTRODUCTION

With the aging of the population, needs in healthcare will

drastically increase. In this context, the development of new

diagnostic tools that will be user-friendly, low cost, and easy

to distribute everywhere, while remaining accurate, is im-

perative. This is particularly true for gait analysis. Actually,

gait motion has been of interest to the scientific and medical

communities for a long time [7]. To analyze gait movement,

different methods already exist and are largely available.

A first method uses accelerometers to record dynamics of

movement. For instance they can measure gait parameters

when fixed to a lumbar position [3] or to multiple locations

on different limbs [5]. But those systems are intrusive and

getting kinematic parameter from accelerometer is difficult

due to integration errors. The gold standard to study body

kinematics is the optoelectronics system that is capable

to localize markers placed on body articulations with a

sub-millimeter precision [12]. However those systems are

very expensive and the expertise needed to use them could

not permit a daily life clinical use. To lessen all these

problems, markerless methods were proposed using more

or less complex video camera setups and computer vision

techniques [9]. Thanks to multiple cameras, a visual hull

algorithm [6] can reconstruct accurately the body volume

during a walk on a treadmill when at least 8 cameras are

used [10]. Unfortunately this still represents a large and

cumbersome experimental setup. The aim of this proposal is

to present preliminary results with a new method based on
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low cost depth camera such as the Kinect [1]. With a visual

hull algorithm adapted for this type of sensor, we can actually

reconstruct the whole 3D body on a treadmill and detect gait

(possibly abnormal) change. Furthermore, this method needs

only 3 depth cameras, thus offering an easy setup in any

laboratory or clinic. This rest of the paper will describe the

method in part II, the experimental protocol and preliminary

results in part III followed by a discussion and future works

in section IV.

II. METHOD

The method can be divided into three main steps: cali-

bration of the camera setup, 3D reconstruction from depth

maps, and body volume analysis during gait.

A. Calibration

Camera calibration is needed obtain the transformation

(external parameters) between the camera coordinate system

and the real world system. This is done once for all the data

acquisitions. In two words, the focal length is obtain from

the device [2] and this involves moving a simple plane in the

measurement volume (i.e. volume enclosing the treadmill and

the walker) to get the spatial relationship between cameras

and the world. With the planar equation obtain for 2 cameras

in at the same time, spatial relation can be computed. Once

this is done, we have the following parameters: the focal

length fi, the rotation Ri and the translation Ti for each

camera.

B. Acquisition and volume reconstruction

Our system setup is composed of 3 depth cameras placed

around a treadmill as shown in Fig. 3. Each camera is con-

nected to one computer. All depth pictures are recorded with

an attached timestamp given by the local computer clock. To

ensure correct synchronization of the cameras, the computers

are synchronized using the NTP protocol [8]. Each depth

camera i returns 3D coordinates [x, y, Z]i (x, y are image

positions in the depth map and Z is the actual depth). With

the calibration parameters, the 3D positions [X,Y, Z]i in the

camera i coordinate system can be computed as follows:

Then these information from all cameras are fused in the

same coordinate system by transforming each point [x, y, Z]i
in the real world [x, y, Z]W with equation 1:
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