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SVS: Data and knowledge integration in computational biology
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Abstract—In this paper we present a framework for struc-
tured variable selection (SVS). The main concept of the pro-
posed schema is to take a step towards the integration of two
different aspects of data mining: database and machine learning
perspective. The framework is flexible enough to use not only
microarray data, but other high-throughput data of choice
(e.g. from mass spectrometry, microarray, next generation
sequencing). Moreover, the feature selection phase incorporates
prior biological knowledge in a modular way from various
repositories and is ready to host different statistical learning
techniques. We present a proof of concept of SVS, illustrating
some implementation details and describing current results on
high-throughput microarray data.

I. INTRODUCTION

Modern biology is facing the major issue of integrat-
ing well-established statistical analysis approaches with the
available knowledge stored in public databases and literature,
in order to obtain interpretable results that may be applied
in actual biological practice.

In the last decade, the central topic of biology has been
to understand the complicated molecular interactions under-
lying the nature of diseases. As all biomedical sciences,
molecular biology has undergone an actual revolution, driven
by the introduction of new genome-wide technologies and of
information processing techniques into daily research.

One key challenge comes from extracting knowledge from
enormous datasets generated by high-throughput technolo-
gies. In this context, one popular example is microarray
technology, which enables simultaneous measurement of
thousands of gene expressions in the biological samples
representing the process of interest. A common problem
is the identification of predictive gene signatures from a
small number of biological samples compared to the num-
ber of measured genes (tens vs. tens of thousands). Many
statistical approaches were proposed to tackle this problem,
such as filtering, wrapper and embedded methods [1], the
most popular examples being GSEA [2], SVM-RFE [3], the
lasso [4]. In order to avoid selection bias [5], any adopted
statistical technique requires the validation of its results on
independent datasets. When a new dataset is not available,
cross-validation or boot-strapping procedures are needed,
increasing the computational requirements. In practical im-
plementations, such heavy computational demands usually
force the adoption of advanced computational paradigms, as
Grid, High-Performance or Cloud computing.
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On the other hand, a vast amount of structured biological
knowledge has been digitized and stored in various repos-
itories and databases, Gene Ontology (GO) [6], KEGG [7]
and Ensembl [8], being the most used. As these data banks
increase their size, another great challenge arising in the field
is to be able to query them in a sensible way [9]. Indeed,
various data representations and formats are employed to
represent and store the information, making it very difficult
to obtain effective interoperability.

II. METHODS
A. Motivation and general ideas

Structured Variable Selection (SVS) aims at filling a
gap between the paradigms of data integration traditionally
employed in bioinformatics and machine learning-based ap-
proaches of data and knowledge integration. The general
idea is to combine heterogenous high-throughput data with
structured biological knowledge already available in the field.
A complete review of the current state-of-the-art on the topic
of knowledge and data integration is beyond the scope of
our work, for a complete review see for instance [10] and
references therein.

In principle, the integration between data and prior knowl-
edge could be performed by direct injection of prior knowl-
edge into the learning from data phase. The current im-
plementation of this concept is one particular instance of
the schema represented in Fig. 1 and it can be summarized
with the two following steps: first, raw data produced by
high-throughput (HT) technologies is integrated with prior
biological knowledge available from GO; next, machine
learning techniques are applied to such dynamically formed
information ensemble, in order to discover meaningful bio-
logical knowledge applicable in clinical usage.

The integration of raw data with prior knowledge is per-
formed as follows. Raw data from HT platform is collected,
assembled and normalized using state-of-the-art normaliza-
tion algorithms [11]. Then, vendor-specific platform-related
annotations for raw data are collected and integrated as well.
Finally, prior biological knowledge is retrieved from GO
and included into the integration process performed by the
local integration framework, see Fig. 1. The result of this
phase is a dynamically created information ensemble. The
idea behind it is based on the fact that nearly all pieces
of information processed, namely raw data, bioinformatic
annotations and prior knowledge records, may be associated
to specific identifiers (also referred to as keys). The keys
enable joining the content of many data streams in a fashion
similar to what JOIN statements allow in SQL language. For
example when using microarrays, an expression measurement
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Fig. 1.

is associated with a probeset name that can be mapped
to its corresponding gene symbol, which in turn enables
to retrieve associated GO terms or KEGG pathways. All
these relations may be used, in the following phase, by the
statistical framework.

Based on the ensemble created previously, the statistical
framework applies machine learning techniques to identify
meaningful molecular entities (knowledge retrieval phase in
Fig. 1) and then post-processes the results in order to prepare
them for clinical usage.

B. SVS prototype implementation

Usually, machine learning approaches deal with bulk nu-
merical datasets, requiring considerable computing power;
to minimize this, the current SVS prototype follows the
idea of guided partitioning of bulk datasets into smaller
ones, and executing smaller computational tasks over remote
computational resources. The prototype was implemented
in Python [12] and R [13] programming languages. It was
used to analyze microarray data in combination with prior
knowledge coming from GO in order to provide a functional
characterization of the biological phenomenon of interest. It
is composed of two modules: Local Integration Framework
and Statistical Framework.

As depicted in Fig. 1, the Local Integration Framework
consists of three processors. We describe each of them
separately, providing some implementation details; then we
illustrate the main characteristics of their output, the infor-
mation ensemble.

1) Raw data processor: Raw data processor uses nor-
malization algorithms implemented in R language packages
[14], [15]. Input data from Gene Expression Omnibus (GEO)
[16] is provided as series of raw measurements performed for

General schema of Structure Variable Selection prototype system. Highlighted structures were used in the current implementation.

each biological sample and the output is a gene expression
data matrix, stored in a Delimited Separated Values (DSV)
file.

2) GO processor: GO is a database of controlled vo-
cabularies (ontologies) structured as a directed acyclic graph
(DAG) where each term has a defined relationship to one
or more terms. The GO processor explicitly uses the DAG
structure encoded in a RDF-XML file, available either as
termdb or assocdb builds, from GO Consortium website
[17]. The termdb build contains GO terms hierarchy, terms
definitions and mappings to other databases. The assocdb
build includes fermdb and also contains manual and most of
the electronic annotations compiled for terms. For the sake
of simplicity our Python implementation of GO processor
parses the termdb RDF-XML build, being much smaller and
informative enough. As output, it produces a tree structure
of GO terms, trading some information loss (namely, relation
types and multiple parentage) for simplicity of usage. The
output is in the form of serialized in-memory structure. This
information is used when some information about GO terms
is not available in vendor-specific microarray annotations,
such as term hierarchy; it also allows for resolving syn-
onymic terms and avoiding processing obsolete ones.

3) Database processor: The Database processor fuses
information from previous processors, as needed, to build
a dynamic information ensemble in the form of database
tables. First, all DSV files are loaded into corresponding
raw tables: the parser follows the structure of DSV file
header to properly create the table and copies data into it.
Next, local data integration is performed and derived tables,
containing combined pieces of information from raw tables,
are created. In the prototype Python implementation, we em-
ployed SQLite, its default SQL engine. Being an embedded
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engine with small memory footprint, SQLite implements
a subset of standard SQL dialect, sufficient to carry basic
data manipulation needed by SVS. To minimize maintenance
efforts and to provide elasticity, SQLite stores databases in
single files. One database file can hold many tables and
other structures (views, triggers, etc.) associated with them.
Currently, the raw tables contain: expression measurements
from gene expression data matrix (GEDM), vendor-specific
annotations (ANNO), gene naming information (HGNC),
and phenotype information for supervised analysis in the
knowledge retrieval phase (LABELS). Note that the latter
table is not required, for example in unsupervised learning
problems. Each table row is identified by its key, unique
within the table, namely probeset name for GEDM and
ANNO tables, gene symbol for HGNC, and biological sample
name for LABELS. Currently, SVS creates just two derived
tables. The term2probeset derived table contains all the basic
information associated with probeset names regarding GO
terms such as ID, description, available evidence codes etc.
Here, we discard control probesets such as AFFX probesets
in Affymetrix platforms. Moreover, only GO terms that
have any probeset associated according to ANNO data, are
considered. This table was constructed to obtain the mapping
GO term—probesets, more useful than the one available in
ANNO table, namely probeset—GO terms.

The probeset2gene derived table contains associations
between probeset names and their respective gene products,
or sequence references. Here, if the original information
from vendor-specific annotation ANNO data is confirmed in
HGNC data, gene name is resolved unambiguosly; otherwise,
the original GenBank accession number, provided by vendor,
is used to pinpoint any external annotation for the probe-
set name in question. This table is constructed to control
sequence references coming from ANNO, e.g. to filter out
outdated or non-official gene symbols, known pseudo-genes,
to resolve obsolete GenBank sequence records etc.

Current derived tables contain convenient mappings used
later in knowledge retrieval phase, based solely on raw tables.
No additional information is added there. New derived tables
may be created in the future, if necessary. Also, useful
information from knowledge retrieval phase may be included
back here.

4) Information ensemble: Information ensemble en-
closes all information produced by relevant processors, in
the form of SQLite database and serialized data structures.
After local data integration has been performed, new kind
of data is produced to utilize data and knowledge integration
in knowledge retrieval phase. Using GO terms and vendor-
specific annotations as a guide, for every GO term, only
the expression measurements across all biological samples,
related to this term, are considered and extracted in the form
of submatrices. Each submatrix corresponds to one GO term.
The set of such submatrices is the input to the statistical
framework. Submatrices are available in the ensemble as
serialized data structures. They are final output of the Local
Integration Framework.

The Statistical Framework (Fig. 1) is implemented as

standalone Python script. Its main goal is to address the
biological question of interest. For example, in a supervised
learning scenario, the question might be to identify the most
relevant molecular variables and GO terms to discriminate
healthy and diseased samples.

The set of submatrices from information ensemble is fed
to the knowledge retrieval procedure, which, by means of
machine learning methods, elaborates the data, selecting
relevant variables and estimating the goodness of fit (e.g.
classification error in supervised analysis) [18]. The proto-
type implementation takes as input the set of submatrices
from Local Integration Framework and applies the feature se-
lection procedure to each of them in distributed environment
of local cluster of machines, built using Parallel Python (PP)
[19] and PPlus (in-house, unpublished) Python applications.
PPlus is a tiny wrapper over PP that hides all low-level
activities of PP, and exposes all data needed for computation
in shared central file storage. The Statistical Framework
uses PPlus API to access individual computational resources
(CPU cores) and to manipulate files; all intermediate data
are made available in information ensemble.

In this phase, one can implement any feature selection
technique of choice. We adopted /1, with double optimiza-
tion [20], a regularization method that enforces the sparsity
over the objective function and, at the same time, retains
the correlated discriminant variables. To avoid selection bias,
the method is cast into a nested double cross-validation
loop [21], [22]. Each submatrix is processed individually in
parallel and associated to a classification error and to a list
of selected probeset names. This information is available in
the information ensemble as well.

The post-processing phase is implemented as standalone
Python and R scripts that work further on information ensem-
ble. Since the information obtained from knowledge retrieval
is numerical, it must be re-annotated (with gene references,
GO term details, etc.) to provide more straightforward and
more biologically verifiable answers, avoiding as much as
possible the manual post-processing of numerical results.
Various statistics can be collected in this phase, such as mean
and standard deviation of prediction error, histograms of se-
lected variables etc., all of them automatically re-annotated.
Specifically, in order to highlight the statistically meaningful
results, the GO terms associated to the submatrices with
a low prediction error are visualized in a non-interactive
subgraph that can support the biologists to interpret the
reliability of statistical results and to integrate it within
existing domain knowledge. In the next future, automatic
discovering of new meaningful entities, such as clusters of
GO nodes, and subsequent updates of information ensemble
with them, will be added as a feature of SVS.

III. RESULTS

SVS was tested on a dataset of Affymetrix HG U133A
microarray data on Parkinson’s disease (PD) available in
GEO (GSE20295) [23]. The dataset is composed of 53
controls and 40 PD samples from patients with late stage
PD, resulting in a normalized 93 x 22215 GEDM. The
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Fig. 2.

main goal of this supervised experiment was to define a
molecular characterization of PD. As proof of concept, we
present the results obtained on one of the three domains
of GO, that is the Molecular Function (MF) domain. The
first phase, i.e. local integration framework, integrated the
prior knowledge stored in MF obtaining 2574 submatrices.
Each of them was associated to the binary classification
problem of discriminating PD from healthy status. As de-
scribed in Sec. II, in the knowledge retrieval phase the
l1l5 algorithm estimates a cross-validation error and a list
of relevant variables for each submatrix. We considered as
predictive only those matrices that scored a clasification
accuracy higher than 70%, obtaining a final list of 188
GO terms, partially reported in Table I. The validity of
the results goes beyond statistical robustness. Indeed, the
selected GO terms are biologically sound and related with
the disease. They belong to several GO classes: general
(intracellular, cytoplasm, negative regulation of biological
process), nervous system (neurotransmitter transport, trans-
mission of nerve impulse, learning or memory), response to
stimuli (behavior, temperature, organic substances, drugs or
endogenous stimuli). The subgraph representing the relevant
GO terms is shown in Fig. 2. Such visual representation
is an efficient way to provide an easy-to-read biological
information that highlights the similarity and the biological
soundness of the extracted gene signatures.

Subgraph plot showing the selected GO terms on PD dataset.

TABLE I
TEN OF THE MOST RELEVANT GO TERMS SELECTED BY SVS

GO term Description
G0O:0020037 heme binding
GO0:0003774 || motor activity
GO0:0005262 || calcium channel activity
GO:0003777 microtubule motor activity
GO0:0004896 || cytokine receptor activity
GO:0051059 || NF-kappaB binding
GO0:0032395 MHC class II receptor activity
GO0:0005388 calcium-transporting ATPase activity
GO:0015085 calcium ion transmembrane transporter activity
GO0:0005539 || glycosaminoglycan binding

IV. CONCLUSIONS

The SVS framework attempts to fill the gap between
data-driven and knowledge-driven approaches for analysis of
molecular data in computational biology. The general schema
is designed to make use of different data sources as well as
various publicly available repositories of biological domain
knowledge.

In this work, we described in detail the prototype of SVS
and presented experimental results on microarray data of
Parkinson’s disease.

We are aware of some limitations affecting the current
implementation and we will work to overcome them in
the near future. First, we aim at including other domain
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knowledge sources, such as the KEGG repository. For ex-
ample, one can assign GO terms to well established genes
in KEGG pathways, and utilize this both as additional static
annotation or in a different schema of guided partitioning of
bulk numerical datasets. Moreover, we plan to annotate in
this way all sub-reactions in the pathways of interest.

Also, we will work on the integration of more than one
data type as well as various and possibly custom annotation
data sources. For example, taking into account two high—
throughput techniques exploring biological activity of DNA
sequences — namely comparative genomic hybridization
(CGH) and gene expression microarrays — we may relate the
measurement of amplification of a particular DNA sequence,
with the expression of mRNA derived from this sequence,
and utilize this combined information as input for feature
selection techniques.

Lastly, we will devise new methods to inject prior knowl-
edge into the statistical learning phase. Currently, the avail-
able prior knowledge is used as a filter to restrict the
search for meaningful features on a subset of the original
group of measured features. Usually this discarding process
significantly reduces the initial number of variables (tens
of thousands) to some hundreds, diminishing the curse
of dimensionality effect and promoting robustness in the
statistical analysis. Taking advantage of the flexibility of
machine learning methods, we aim at using prior knowledge
in a more complex fashion. For instance, the structured prior
knowledge may be used to design custom kernel functions
or it could be used to define new penalty terms in the
regularization functional.
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