
  

Abstract—The evaluation of the carotid artery wall is 
fundamental for the assessment of cardiovascular risk. This 
paper presents the general architecture of an automatic 
strategy, which segments the lumen-intima and media-
adventitia borders, classified under a class of Patented 
AtheroEdge™ systems (Global Biomedical Technologies, Inc, 
CA, USA). Guidelines to produce accurate and repeatable 
measurements of the intima-media thickness are provided and 
the problem of the different distance metrics one can adopt is 
confronted. We compared the results of a completely automatic 
algorithm that we developed with those of a semi-automatic 
algorithm, and showed final segmentation results for both 
techniques. The overall rationale is to provide user-
independent high-performance techniques suitable for 
screening and remote monitoring. 

 

I. INTRODUCTION 
ARDIOVASCULAR diseases (CVDs) are an ever 
growing cause of death worldwide. Effective prevention 
has become a priority and is eased thanks to the fact that 

atherosclerosis, the earliest manifestation of the possible 
onset of a CVD, is a process that develops over a span of 
several decades before becoming clinically manifest. 

A commonly used method for cardiovascular risk 
assessment is based on the acquisition of longitudinal 2D B-
mode ultrasound images of the carotid artery (CA). In these 
images, the distal wall of the artery is clearly portrayed and 
the intima-media thickness (IMT), a reliable and widely used 
marker of the progression of atherosclerosis [1], [2], can be 
measured.  

The IMT is, of today, still measured manually by the 
sonographer. However, it is evident how an automated 
measurement would bring numerous benefits to the 
cardiovascular risk screening process. In fact, an automated 
IMT measurement would reduce the average exam 
assessment duration, allowing more patients to be screened 
in the same time frame, and would remove subjectivity from 
the exam results. This would produce a rapid and accurate 
analysis of the carotid artery wall status. 

These qualities can also be seen from a new perspective 
thanks to the development and use of telemedicine and 
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healthcare informatics. In fact, a sonographer can easily 
screen many patients using a portable ultrasound device and 
not only electronically store the acquired image and the 
automatically computed IMT measurement, but also transmit 
the data to a medical specialist or to a database for a 
subsequent offline assessment.   

This paper is meant to present the main qualities and steps 
of a generic completely automatic algorithm used for IMT 
measurement, a patented class of AtheroEdge™ system 
(Global Biomedical Technologies, Inc., CA, USA).  The 
goal is to segment two interfaces that are represented in the 
longitudinal image of the artery: the lumen-intima boundary 
(LI) and the media-adventitia boundary (MA). The distance 
between the two interfaces is taken as an estimation of the 
IMT. The methods that can be adopted to increase the 
accuracy and repeatability of the algorithms’ performances 
are discussed, along with potential difficulties that can be 
met. Finally, we present and discuss the performances of an 
automatic algorithm we previously developed and a semi-
automatic algorithm developed by other authors [3].  

II. MATERIALS AND METHODS 

A. Overview of the general architecture of an automatic 
algorithm for IMT measurement 
In order to be considered completely automatic, the 

estimation of the IMT must be retrieved from the acquired 
B-mode ultrasound image as is. In order to achieve this, the 
entire process can be appropriately divided into different 
stages, which are presented here in detail. 

1) Stage 0: Preprocessing. There are two important 
preprocessing steps: automatic cropping and speckle noise 
removal.  
 1.1) Automatic cropping: Raw ultrasound images which 
are acquired during an exam never contain solely the carotid 
artery in the image but rather present a surrounding black 
frame in which device headers and image/patient data are 
often portrayed (Fig. 1.A). This information is unnecessary 
for image processing, so to discard of it, the image must be 
automatically cropped. If the image is in a DICOM format, 
the automatic cropping process can be obtained thanks to the 
DICOM tags included in the header; if the image is not in a 
DICOM format, a gradient-based procedure can be adopted. 
The cropped image therefore contains exclusively the 
ultrasound data that is useful for IMT measurement (Fig. 
1.B). 
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 1.2) Speckle noise removal: The next important 
preprocessing step is attenuating speckle noise in the 
automatically cropped image. Speckle is a form of locally 
correlated multiplicative noise, which reduces the overall 
image quality by creating a “pixelated” effect. This proves to 
be detrimental not only to visual evaluation but also to 
numerical image processing algorithms [4], [5]. Previous 
studies by Loizou et al [6], [7] showed how a first-order 
local statistics filter (called lsmv by the authors) can 
efficiently attenuate speckle noise and gave the best 
performance in the specific case of ultrasound imaging.  
 

 
Fig. 1. A) Original sized image; B) Automatically cropped image; C) 
Despeckled image; D) Original image with LI and MA borders overlaid in 
white. 
 
Therefore, we adopted this technique for speckle noise 
removal (Fig. 1.C). 

2) Stage I: Recognition of the carotid artery (CA). Once 
the raw image has been appropriately preprocessed and 
before the segmentation of the LI and MA borders can be 
carried out, the carotid artery must be correctly located in the 
ultrasound image frame. This step allows the definition of a 
specifically reduced region-of-interest (ROI) containing the 
artery wall. This step directly influences the initialization of 
the segmentation stage (Stage II), and therefore also directly 
affects the final results.  

The automatic delineation of the far adventitia layer (ADF) 
in the image can be considered an appropriate approach for 
recognizing the CA in the image frame. In fact, the far 
adventitia layer is the outermost layer of the artery wall and 
is commonly portrayed in the B-mode ultrasound image as 
the brightest section of the image, allowing an easier 
identification. The ROI can then be defined by extending the 
ADF profile upwards for a number of pixels that is found to 
be optimal with the pixel density of the considered image 
database. 

3) Stage II: Segmentation of the LI and MA borders. Once 
the ROI has been defined, the true segmentation of the LI 
and MA borders can be initialized. Within the ROI of the 
grayscale image, therefore, various algorithms can be used 
to define the initial borders between the lumen and the 

intima layer and between the media and adventitia layers 
(Fig. 1.D). There are different approaches that can be 
undertaken to perform this stage. Some of the most 
prominent techniques include:  (1) Edge tracking and 
gradient-based techniques; (2) Dynamic programming 
techniques; (3) Active contours (Snakes)-based 
segmentation; (4) Nakagami modeling; (5) Hough transform 
(HT); (6) Integrated approach; (7) Level set techniques. 

4) Final stage: checks and refinement. Once the 
preliminary LI and MA borders have been extracted from 
the ultrasound image, there could be the need for some final 
checks and refinement processes. While each method may 
require different reconstruction techniques due to their 
differences, there are two global processes that we sustain to 
be fundamental for any method: 

4.1) Anatomic (lumen) reference check: This check is 
important to avoid the potential error case in which the 
computed LI profile falls inside the lumen area. A good 
approach for this validation process is one in which the 
lumen region is modeled as a classification process with two 
classes. A bi-dimensional histogram (2DH) of the image can 
be subsequently obtained, representing in a joint manner 
both the mean value and the standard deviation of each pixel 
neighborhood. Previous studies [8] have demonstrated that 
the pixels belonging to the lumen generally fall into the first 
classes of the 2DH. A complete and exhaustive description 
of this specific process can be found in [9]. 

 4.2) Spike removal: The preliminary LI and MA profiles 
can occasionally present spikes due to the fact that not every 
column of the image was correctly processed. The spike 
removal process can be based on the calculation of the first 
order derivative of the computed profile. The points of the 
profile that present a value over a specific cut-off limit can 
then be subsequently eliminated. A complete description of 
this specific process can be found in [9]. 
  

Once these four stages have been carried out, the final IMT 
value must then be measured. An initial raw IMT 
measurement can be obtained ( IMTraw ) by simply 
calculating the distance between the LI and MA borders 
before the spike removal process. To increase the accuracy 
and repeatability of the measurement, however, spikes 
should be removed from the profiles as described previously. 
This gives forth another IMT value, IMTNoSpikes . Two other 
steps can be implemented in order to increase the accuracy 
and the repeatability of the measurement even more. First of 
all, the profiles can be interpolated using a cubic spline data 
interpolation method ( IMTinterp ). Secondly, the profiles can 
be cut to a common support so that the distance calculated is 
not biased by the fact that one profile may be longer than the 
other ( IMTcut ).  

We present in this paper the results obtained for two 
different algorithms: (1) FOAM 2.0, a user-driven technique 
in which Stage I is done manually by the operator and Stage 
II, which is automated, is based on a first order absolute 
moment edge operator [3]; (2) CARES 3.0, a completely 
automated algorithm, is based on image feature extraction, 
fitting, and classification for Stage I and on the same first 
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order absolute moment edge operator for Stage II [10]. We 
tested these algorithms on a database consisting of 300 
images acquired at two different institutions. Table I 
presents the overall performances of these two algorithms.  

B. Importance of the performance metric 
With the continuous development of emerging techniques 

used for an automatic IMT measurement, a new problem 
that cannot be ignored also arises: the different performance 
metrics adopted to calculate the IMT. Some methods that are 
commonly used are the: Euclidean distance, Centerline 
distance, Polyline distance (PD) and Hausdorff distance 
(HD). For this paper, we adopted two different metrics for 
the calculation of the IMT: the Polyline distance, as 
described by Suri et al in 2000 [11] and the Hausdorff 
distance, which can be found in detail in [12]. Our rationale 
for choosing these metrics can be found in the Discussion 
section.  

For a complete assessment of the algorithms’ 
performances, it is fundamental to compare the computed 
IMT measurement with the IMT measurement obtained by 
manual operators. Ideally, ground truth (GT) profiles should 
be obtained by having different experts manually trace the 
LI and MA borders and then averaging the obtained profiles. 
A good example is using ImgTracer™ (GBTI, Inc., CA, 
USA). The ground truth IMT measurement is then obtained 
using the chosen distance metric. In this way, an IMT bias 
can be calculated as shown below.  

IMTCOMPUTED = PD(computedLI, computedMA ) (1) 
IMTGT = PD(GTLI ,GTMA ) (2) 

εCOMPUTED
IMT = IMTCOMPUTED − IMTGT  (3) 

The IMT bias should be calculated without an absolute 
value to give an idea of how much the algorithm 
underestimates and/or overestimates the IMT measurement. 
Table I shows the IMT biases computed for our image 
database. 

For an overall assessment of the algorithm performance, 
the Figure of Merit (FoM) can be calculated, which is 
defined by the following formula: 

FoM = 1−
IMTCOMPUTED − IMTGT

IMTGT

⎛

⎝
⎜

⎞

⎠
⎟ ⋅100 (4) 

III. RESULTS 
Figure 2 shows a gray-scale image cropped so as to 

contain the entire ROI with segmentation results (i.e., the LI 
and MA borders). The CARES 3.0 LI and MA borders are 
shown in the first column (Fig. 2.A) while the second 
column shows the results obtained using FOAM 2.0 (Fig. 
2.B). 

Fig. 2. A) Segmentation results for CARES; B) Segmentation results for 
FOAM. 
 

Table I shows the overall performances for CARES 3.0 
and FOAM 2.0. More specifically, it portrays the  

εCOMPUTED
IMT  and the FoM calculated on our entire database. 

As described previously, we presented various ways to 
improve the raw IMT measurement in order to increase 
accuracy and repeatability. The columns show the various 
calculations for each progressive step in the IMT 
improvement process. As can be observed, the values 
obtained using the Polyline distance differ substantially from 
those obtained with the Hausdorff distance. This is due to its 
sensibility to the number of points in each boundary, as we 
explain in more detail in the Discussion section. Considering 
the Polyline distance, CARES 3.0 shows an improvement 
from -0.0658 ± 0.3080 mm ( IMTraw ) to -0.0180 ± 0.3252 
mm ( IMTinterp ), showing a Figure of Merit improvement 
from 92.17% to 97.85%. FOAM 2.0 shows an improvement 
from -0.0645 ± 0.3518 mm ( IMTraw ) to -0.0018 ± 0.3718 
mm ( IMTinterp ), showing a FoM improvement from 92.32% 
to 99.77%. It can be observed that the user-driven algorithm, 
FOAM 2.0, presents an overall more accurate result than our 
automatic algorithm, CARES 3.0. This result is not 
surprising since in FOAM 2.0, Stage I is done manually by 
an operator. This means that the ROI will contain the section 
of the artery wall presenting the least amount of noise. 
CARES 3.0, being completely automatic, cannot make such 
a distinction in the selection of the ROI. It can also be 
observed, however, that CARES 3.0 produces a more 
repeatable IMT measurement than FOAM 2.0, showing a 
lower standard deviation in all of the cases. Considering the 
Hausdorff distance, an initial observation portrays results 
that are not in complete accord with those obtained using 
PD. CARES 3.0 still shows a higher repeatability than 
FOAM 2.0, but its accuracy presents a worse value. This is 
again due to the HD sensibility to the number of points in 
each boundary. In fact, the FOAM 2.0 algorithm gives forth 
LI and MA borders which are made up of many more points 
when compared to the CARES 3.0 algorithm.  

IV. DISCUSSION 
We presented an overview of the architecture of a 

completely automatic algorithm used for IMT measurement 
in which the main steps, from preprocessing to final 
refinement, have been illustrated. The problem of the 
distance metric used to calculate the IMT was presented and 
we showed the results obtained using an image database of 
300 images coming from two different institutions. One 
hundred images were acquired by the Neurology Division of 
Nicosia (Cyprus) and 200 from the Neurology Dept. of the 
Gradenigo Hospital of Torino (Italy). 

A. Overall performances 
Table I summarizes the performances of both CARES 3.0 

and FOAM 2.0. It can be noted how the steps that we 
implemented in improving the IMT measurement can 
produce a more accurate PD measurement with a minimal 
difference in its repeatability. Our completely automated 
algorithm gave acceptable results compared to the semi-
automatic algorithm, showing a general slightly lower 
accuracy but an improved repeatability. CARES 3.0 also 

6653



presents the advantage of being completely automatic, a 
quality that is important for the screening process for 
cardiovascular risk.  

B. Rationale for using the Polyline and Hausdorff 
distances 
We chose to present two different distance metrics to 

illustrate how the final IMT measurement can vary 
substantially in relation to the distance metrics adopted. 
Table I clearly shows how the problem of automatic IMT 
measurement is not limited to the segmentation results of the 
LI and MA borders. We sustain therefore that it is of 
fundamental importance to use a distance metric that best 
presents the real distance between two different boundaries. 

The Polyline distance, a calculation of the distance 
between the vertexes of one boundary and the segments of 
the other, seems to be a robust and reliable indicator of the 
distance between two boundaries. It presents the 
fundamental property of not depending on the number of 
points in either boundary. The Hausdorff distance, instead, is 
a calculation of the maximum distance of the minimum 
distances found between the vertexes of one boundary and 
the vertexes of the other. Two sets can be considered close if 
every point of either set is close to at least one other point in 
the other set. It is clear, therefore, how the HD is sensitive to 
the number of points in the boundaries, and not as reliable 
for IMT measurement but can be a useful tool for examining 
the farthest possible distance between two boundaries. 

V. CONCLUSIONS 
We presented a class of AtheroEdge™ system; a 

completely automated algorithm can be a great asset for 
cardiovascular risk screening. It can reduce human 
objectivity and allow a rapid processing of large databases. 
The general architecture can present four stages: 
preprocessing, recognition of the CA, segmentation of the LI 
and MA borders, and final checks and refinement. Once the 
LI and MA borders have been traced, the IMT can be 
measured. The distance metric adopted is of fundamental 
importance and must be chosen wisely, in order to best 
represent the distance between two boundaries.  

A completely automatic algorithm that we developed 
presented results that were comparable to those of a semi-
automatic algorithm. It was demonstrated how the raw IMT 

measurement can increase in accuracy by adopting steps and 
improving the raw LI and MA borders through spike 
removal, cubic spline interpolation, and cutting the profiles 
to a common support.  
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TABLE I 
OVERALL PERFORMANCES FOR CARES 3.0 AND FOAM 2.0 

Distance 
Metric  Technique IMTraw  IMTNoSpikes  IMTinterp  IMTcut  

PDM 
ε IMT  [mm] CARES 30.0 -0.066 ± 0.308 -0.046 ± 0.319 -0.018 ± 0.325 -0.035 ± 0.323 

FOAM 2.0 -0.064 ± 0.352 -0.039 ± 0.353 -0.002 ± 0.372 -0.035 ± 0.378 

FoM [%] CARES 3.0 92.17 94.17 97.85 95.83 
FOAM 2.0 92.32 95.40 99.77 95.78 

HDM 
ε IMT  [mm] 

CARES 3.0 -0.324 ± 0.887 -0.333 ± 0.891 -0.469 ± 0.816 -0.567 ± 0.799 
FOAM 2.0 0.033 ± 1.001 0.021 ± 0.994 0.124 ± 1.390 -0.147 ± 0.975 

FoM [%] CARES 3.0 78.87 78.27 69.46 63.17 
FOAM 2.0 95.95 96.70 90.05 92.36 

IMTraw is the raw IMT measurement, IMTNoSpikes the IMT measurement obtained removing spikes, IMTinterp the measurement obtained interpolating the 
profiles, IMTcut  the measurement obtained cutting the profiles to a common support. εIMT is the IMT bias and FoM is the Figure of Merit. 
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