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Abstract－Brain-Machine Interfaces (BMIs) are being 

researched controlling external devices such as robots and 
computers by measuring the cranial nerve activity of the 
operator. The brain activities evoked by visual stimuli 
have been studied intensively. However, few studies have 
considered a BMI that uses the brain activities evoked by 
auditory stimuli. This study investigated whether a 
person’s direction of attention can be estimated using an 
event-related potential (ERP) generated by selective 
attention to an auditory stimulus. An auditory stimulus 
and an out-of-head sound localization system that can 
create an audio image outside the head that is presented 
through an earphone were used instead of a loudspeaker 
system. This system was experimentally evaluated by 
presenting the subject auditory cues from one of six 
directions while the subject directed his attention in one 
direction. An EEG response similar to an ERP was 
observed. The direction of attention was estimated using 
support vector machine with an accuracy of 89.2[%] on 
average for the three subjects. This suggests that a BMI 
system based on the estimated direction of attention can 
be developed by using out-of-head sound localization. 
 

Ⅰ．INTRODUCTION 
 

he use of a Brain-Machine Interface (BMI) is a 
promising approach to controlling a robot 

because it uses the operator’s cerebral nerve 
activity [1],[2], not voluntary muscle activity. It is 
thus particularly attractive for people with a 
serious movement disorder such as people with 
amyotrophic lateral sclerosis or spinal cord 
damage. Its application to rehabilitation medicine 
as well as game software is expected.  
There are invasive and non-invasive methods for 

measuring neural activity. A commonly used 
non-invasive method is electroencephalography 
(EEG). It uses the event-related potential (ERP), 
which reflects the electric and physiological 
reactions to internal and external stimulations. 
Potential P300 is especially useful because it is 
evoked by various types of stimuli (visual, 
auditory, etc.) with a latency of 250~500[ms]. 
P300 speller paradigm [3],[4] is a typical BMI  
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using P300 latency. The P300 speller system 
presents a visual stimulus, such as a flashing 
character, and then predicts the character on 
which the user is focusing on the basis of the 
measured P300 latency. 
The EEG potentials evoked by visual stimuli are 

often measured as the cerebral nerve activity for 
use in a BMI so that it is represented by the P300 
speller. While there have been many studies on 
the use of a visual stimulus for a BMI, few studies 
have considered a BMI based on the brain 
activities associated with an auditory stimulus. 
In those studies, there was a problem obtaining 
the space required for the measurement. 
Moreover, there was a problem with synthesizing 
auditory stimuli outside the head. In the study 
reported here, we used an out-of-head sound 
localization system [5] that enables auditory 
stimuli to be produced outside the head. Stimuli 
are presented through earphones, which are 
similar to the way actual sounds are presented. 
We experimentally assessed the performance of a 
BMI system in which the direction of the sound 
source on which the user directed his or her 
attention was estimated (Fig. 1). Experimental 
evaluation of this system indicates that a user’s 
direction of attention can be estimated from the 
EEG response.  

 
Fig. 1 BMI using out-of-head sound localization 

 
Ⅱ．METHOD 

 
A. Subjects 
Three healthy men, ages 22–24, participated in  
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Fig. 2 Experimental setup for measuring 

transfer function for each subject 
 
this study, which was approved by the Nagaoka 
University of Technology ethics committee. 
 
B. Auditory stimuli 
 The out-of-head sound localization was created 
by presenting an auditory stimulus so that the 
subject eardrums were stimulated in a way 
similar to that by the sound from a loudspeaker. 
Since the shapes of the head and external 
auditory canal differed among the subjects, the 
transfer function for each subject was measured 
[6] using the setup shown in Fig. 2. Loudspeakers 
were arranged in a circle 1.5m from the subject at 
30° intervals (12 speakers in total). A small 
microphone was attached next to each external 
ear canal entrance. The sound image positions 
corresponded to those of the loudspeakers.  
A sound signal in which white noise was 

convolved with the measured transfer function 
was synthesized for each subject. The sound 
pressure level (in decibels) was regularized 
among the subjects by multiplying the coefficient 
(the acoustic pressure level for the left ear for 
direction 0° was adjusted to –25[dB]). The volume 
of the earphones was adjusted so that the acoustic 
pressure level for the left ear was 65[dB]. This 
was done using a head and torso simulator with a 
microphone attached at the eardrum position. 
 
C. Equipment 
We measured the EEG signals using a digital 

electroencephalograph (Biosemi ActiveTwo 
AD-box ADC-12) with 64 electrodes attached to 
the subject's scalp using a cap. The electrodes 
were placed in accordance with the international 
10-20 system, and a reference electrode was 
attached to each earlobes. 

 
Fig. 3 Protocol for system assessment 

 
D. Experiment task 
The protocol experiment ally assesses the 

performance of our BMI system is shown in Fig. 3. 
Each trial consisted of a 300[ms] stimulus and an 
800[ms] silence interval. The simulated sound 
source was in one of six directions: 30，– 30，90，
– 90，150，– 150°. A separate auditory cue was 
presented in a random sequence while the subject 
focused on one of the six directions. The subject 
counted the number of times this target cue was 
presented. It was presented for about 20% of the 
stimuli. To avoid the effects of visual sensation 
and eye blink, the subject was instructed to 
perform the counting task with eyes closed. 
 

Ⅲ． RESULTS 
 
To remove artifacts and noise, which are 

unrelated to brain activity, we pre-processed the 
raw data using third-order Butterworth band 
pass filters of 1~7[Hz]. The average for –100[ms] 
to 0[s] in each trial was set as the baseline.  
Fig. 4 shows the average EEG wave forms for 

subject S1 measured at electrodes Fz, Cz, and Pz. 
The solid lines represent the target trials, and the 
dashed lines represent the non-target trials. 
The EEG signals of S1 were the clearest and 

most stable among the three subjects. Prominent 
responses were observed in the target trials. We 
observed positive responses with about 300[ms] 
latency, indicating that the response differed 
between the target and non-target trials and that 
the direction of the auditory cue on which the 
subject is focusing can be estimated from EEG 
signals. 
 

Ⅳ．ESTIMATION OF SOUND SOURCE 
DIRECTION 

 
A. Support Vector Machine 
Support vector machine (SVM) was used for 
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classification for estimating the target direction. 
SVM has been applied to binary distinction 
problems. The discrimination function of SVM is 
 

           𝑓(𝑥) = 𝑠𝑠𝑠 ��𝑦𝑖𝛼𝑖∗𝐾(𝑥, 𝑥𝑖) + 𝑏∗
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 where xi(i=1,…,l) is a learning sample, 
yi(i=1,…,l) is a teaching signal, and α*i(i=1,…,l) is 
the optimum solution of the quadratic 
programming problem defined as 
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Linear kernel function K is defined as 
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Penalty parameter C of expression (2) is a 
positive integral constant. Threshold b* is given 
by 

      𝑏∗ =
1

|𝐼|
��𝑦𝑖 −�𝑦𝑗𝛼𝑗∗𝐾�𝑥𝑖, 𝑥𝑗�

𝑙

𝑗=1

�       (4)
𝑖∈𝐼

 

 
where I contains 0<α*i <C in the support vectors. 

B. Classification 
 SVM was used to classify the EEG waveforms 
into target and non-target trials. The feature 
vector used for SVM constituted the time series 
data from the 64 electrodes. We cut the data for 
1100[ms] from the beginning of the auditory cue 
presentation for each trial. The 270 samples for 
each electrode were reduced to 27 by using the 
average for every ten samples. Therefore, the 
dimension of the feature vector was 1728 (27×64). 
Next, we normalized the data so that the 
maximum absolute value for each electrode was 
"1", which made the amplitude of each electrode 
constant. The results for which the amplitude 
exceeded 40[µV], which may have includes 
significant noise, were excluded from 
discrimination.  
The SVM improved the S/N ratio of the EEG 

signals and thus facilitated the classification. We 
calculated the average EEG signal for 2–10 data 
samples and the EEG signal for a single trial. The 
signals were averaged using the same number of 
samples as for a single trial. Samples were 
repeatedly selected in a random sequence.  
Discrimination of the target and non-target 

trials required estimation of the parameters α* 
and b* after setting an appropriate value of C. 
Thus, we separated the measurement samples 
into two categories: learning samples and 
evaluation samples. Each subject's data consisted 
of 368 samples for the target trials and 1432 for 
the non-target trials. Estimation regarding the 
learning used 276 samples of target trials and 
808 samples of non-target trials. The remaining 

Fig. 4 Average EEG waveforms for subject S1 (six-direction discrimination task) 

7419



samples were used for the evaluation. To suppress 
the difference of the evaluation, we evaluated the 
samples used for learning ten times. The mean 
value was taken as the result.   

 
C. Result 
Fig. 5 shows classification accuracy against the 

number of samples used to calculate the average. 
The discrimination rate was the average of the 
discrimination rates for the target and non-target 
trials. The target discrimination rate was the 
number of evaluation samples divided by the 
number of target trials for all evaluation samples. 
It was calculated using a method similar to that 
for calculating the non-target discrimination rate. 
The average discrimination rate for the three 
subjects was 66.9[%] when data for a single trial 
were used and reached a maximum of 71.0[%]. 
When the best result for each subject was used to 
calculate the average, the average discrimination 
rate was 89.2[%]. It was over 22.3[%] when data 
for a single trial data were used. The best 
discrimination rate was 95.1[%] (average for ten 
samples) for subject s3. 

Fig. 5 Average classification accuracy against 
number of samples used to calculate average 

 
Ⅴ．DISCUSSION 

 
While the best discrimination rate was 95.1[%] 

for S3, the best discrimination rate for S2 was 
81.0[%]. This suggests that there are significant 
differences among subjects with out-of-head 
sound localization. 
Since there are many features such as amplitude 

and latency that may affect the classification, 
further development is required for the 
pre-processing and the feature value to make the 
system more flexible. Since the difference in the 
discrimination rate between a single trial and the 
average was 22.3%, it is important to improve the 
discrimination rate for a single trial. 

 Therefore, we plan to search for an effective 
channel and/or time range for discrimination to 
achieve a flexible, high-performance system and 
to improve the estimation accuracy. We also plan 
to investigate the effect on the discrimination rate 
of using the training for audio image 
discrimination, and of using classification 
methods other than SVM. 
 

Ⅵ．CONCLUSION 
 

We investigated the ability of a BMI system 
using out-of-head sound localization to estimate a 
person’s direction of attention. The subject was 
given the task of counting the frequency of 
auditory stimuli from six possible directions. An 
EEG response with a positive peak and a latency 
of 300[ms] was observed during the target trials.  
 We classified EEG signals into two groups 
(target and non-target) by using support vector 
machine to classify the EEG waveforms into 
target and non-target trials. When data for a 
single trial were used, the average discrimination 
rate for three subjects was 66.9[%]. It was 89.2[%] 
when the best result for each subject was used 
and 95.1[%] for one subject in particular. These 
results indicate that a person’s direction of 
attention can be estimated from the EEG 
response. 
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