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Abstract—In this paper we propose an image-based approach 

for in-vivo assessment of IVUS images. The method discriminates 

plaque components into four classes: calcium, necrotic core, 

fibrous and fibro-fatty. We employ the IVUS frames 

characterized by virtual histology (VH) for tissue labeling. As a 

result, we avoid the demerits of visual assessments of observers 

while at the same time the longitudinal resolution of VH is 

increased. To describe the textural properties of the tissue classes 

five different features are extracted from IVUS images. The 

features are computed by using multiple window sizes so that 

their values are adapted to the varying heterogeneity of the local 

patterns. In the next stage, we apply an effective feature selection 

algorithm on the combined feature space of original features, 

yielding a small subset of discriminating and non-redundant 

features. The retained features are used for tissue classification 

via an SVM classifier. The method is validated against the 

available VH reference data. The experimental results show that 

the proposed approach achieves an average accuracy of 81%. 

This result is obtained by a reduced subset comprising 34 

features of the appropriate type and scale of extraction.  

Keywords—Tissue characterization; IVUS images; virtual 

histology; feature selection; SVM classification 

I. INTRODUCTION 

Atherosclerotic cardiovascular diseases constitute the major 
cause of morbidity and mortality in western countries. The 
great majority of acute ischemic syndromes are attributed to the 
rupture of vulnerable plaques, which are characterized as lipid-
rich necrotic cores surrounded by thin fibrous cap [1]. The 
propensity of coronary vessels to rupture depends on the 
proportion of the main tissue components such as calcium, 
fibrous and lipid core in the plaque area. Therefore, the 
accurate assessment of plaque composition is an imperative 
task allowing the physicians to obtain a thorough picture of the 
disease and design the proper pharmaceutical or interventional 
therapies. 

Intravascular ultrasound (IVUS) is a catheter-based 
imaging modality that provides a tomographic visualization of 
coronary vessels. IVUS yields high-resolution cross-sectional 
images which allow a detailed analysis of artery morphology 
and its composition. In clinical practice, expert physicians 
resort to visual assessment of gray-scale IVUS images, i.e., 

they try to differentiate the various plaque types according to 
their echogenicity. Nevertheless, several studies indicate that 
owing to similar textural appearance and spectral overlapping 
there are severe difficulties in the discrimination between 
fibrous and fatty as well as calcium and necrotic cores [2]. In 
addition, manual evaluation is a time consuming process and 
most importantly, it is subject to inter/intra observer variability. 
The above shortcomings advocate the use of automated 
methods for in-vivo plaque analysis from IVUS images.  

The variety of tissue characterization techniques suggested 
in the literature can be divided into three major categories: the 
image-based approaches [3]-[4], the radio frequency (RF) 
signal analysis [5] and the combined feature spaces [6]. The 
image-based methods extract textural features from gray-scale 
IVUS frames in order to describe the spatial information 
around pixels. A variety of textural features have been 
employed in different studies for plaque assessment, including 
gray-level co-occurrence matrix (GLCM), local binary patterns 
(LBP), features from run-length matrix (RL) and Gabor filters.  

The RF-based methods exploit the spectral content of the 
backscattered ultrasound RF signals. A prominent paradigm of 
this category having attracted considerable attention during the 
past years is the so-called virtual histology (VH) [5]. VH is 
clinically available for in-vivo plaque assessment and 
differentiates four tissue components: calcium, necrotic core, 
fibrous and fibro-fatty. In order to discriminate the various 
plaques, VH extracts a set of parameters derived from RF 
spectral shape. The method is validated by histology data, 
while classification is accomplished using classification trees. 
Several studies show that VH achieves high classification 
accuracies and is highly correlated to in-vitro histopathology.  
Finally, the plaque assessment techniques of the third category 
devise a combined feature space whereby textural features 
from reconstructed IVUS images are integrated with spectral 
features from RF signals.  

An important limitation of IVUS-VH emanates from its 
ECG-gated acquisition. Assuming a pullback speed of  1mm/s 
and a heart rate of 60 bpm, VH acquires and analyses only one 
frame/s in one cardiac cycle, located at the peak R-wave. On 
the other hand, IVUS frames are acquired at a rate of 30 
frames/s.  This leads to a reduced longitudinal resolution of VH 
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and a considerable loss of information at the intermediate 
frames of the cardiac cycle, where VH color coded maps are 
not available. In order to increase the longitudinal resolution of 
VH, an image-based histology (IBH) is suggested in [7]. The 
method distinguishes plaque components into there classes, 
namely, calcium, necrotic core and fibro-fatty class. This latter 
class is obtained by subsuming the fibrous and fibro-lipid 
patterns into a unique class. The IBH extracts LBP and RL 
textural features from gray-level IVUS images and handles 
them individually. Tissue discrimination is attained via SVM 
classifiers while pattern labels are determined using the 
associated characterized VH images. The IBH methodology 
also includes detection of shadow regions and a post-
processing section. This section confirms or alters the labels 
provided by SMV classifier based on some information 
obtained from gray-level histograms of the IVUS image.  

In this paper we suggest an image-based methodology for 
in-vivo tissue characterization of IVUS images. The basic 
distinctions and contributions of our approach are outlined as 
follows: 

1) We use the available characterized VH frames to determine 
the pattern labels of the various plaque components. These 
patterns are then employed for the classifier’s learmning and 
validation of the method. The use of VH for patterns labeling 
offers two merits, simultaneously. First, we obtain more 
reliable plaque assignments derived from RF signal analysis, 
thus avoiding the interobserver variablity encountered in visual 
evaluation of plaques. In addition, our method is able to 
characterize all intermediate IVUS frames within the entire 
cardiac cycle. Hence, as in IBH, we also retain the asset of 
increased logitudinal resiolution compared to VH. 

2) Contrary to the IBH where the fibrous and fibro-fatty tissue 
areas are considered as an integrated class, we adhere to the 
class setup suggested by VH [5]. In particular, the classifier is 
trained to distinguish plaque components into four classes: 
calcium (CA), necrotic core (NC), Fibrous (F) and Fibro-fatty 
(FF). The reason for this choice is that the fibro-fatty tissues 
are mostly related to heavy lipid accumulations and that lipid–
rich core is important ingredient of the thin fibrous cap 
atheromatic plaques. Thus, detection of fibro-fatty areas is 
critical for the identification of vulnearable plaques. 

3) In order to represent the local structure of patterns 
effectively, an expanded set of five different textural features is 
extracted from IVUS images, comprising first order (FO) 
statistics, GLCM, wavelet features (WF), RLs and LBP. 
Moreover, each feature is extracted at different scales, i.e., 
using varying window sizes around pixels. In an attempt to 
exploit the discrimination power of all features in classifying 
the different tissue components, we integrate them into a 

combined feature vector. Usually, the different feature types 
are treated by other methods individiually [3], while the 
window size is determined heuristically [4].  

4) The combined use of features at multiple windows 
increases considerably the feature space dimensionality. To 
cope with this problem our method incorporates a feature 
selection (FS) mechanism with the goal to select a compact 
subset of informative and yet non-redundant features, best 
suited for the discrimination of the different tissue classes. For 
the needs of this application we suggest the use of the effective 
SVM-FuzCoC method [8]. The method is a seqenetial forward 
selection procedure where the relevance of features is qualified 
by a local evaluation meausre, the so-called fuzzy partition 
vector (FPV), while the inclusion of new features is decided in 
terms of fuzzy complementary criterion (FuzCoC). In this 
context, we propose and analyse two different techniques to 
determine the fuzzy degrees of patterns to every class: the 
former uses the principles of fuzzy c-means (FCM) clustering 
while the latter one is based on the SVM binary classifiers 
following the one-against-all (OAA) approach.  

The rest of the paper is organized as follows. Section II 
describes the architecture of the proposed algorithm and the 
feature extraction issue. In section III we present the feature 
selection algorithm. Section IV outlines the SVM classification 
and the shadow detection scheme. Section V hosts the 
experimental results and the paper concludes in section VI with 
a summary of the proposed method.  

II. PROPOSED IVUS CHARACTERIZATION METHOD 

The block diagram of the suggested image-based plaque 
assessment algorithm is shown in Fig. 1. Before proceeding to 
the analysis of plaque composition, we need to determine the 
lumen-intima and media-adventitia borders of the vessel wall. 
To achieve this task, we make use of the segmentation method 
presented in [9], based on textural analysis via a multilevel 
discrete wavelet frame decomposition. The method does not 
require manual interventions, although post corrections of the 
contours are occasionally necessary.  

A. Feature Extraction  

Textural analyses in IVUS imaging demonstrate that 
integrating spatial and spectral (gray-level) information 
improves considerably the classification results. From the 
wealth of textural features suggested in the literature, we 
extract in this paper five feature types: FO statistics, GLCM, 
WF, RL and LBP. The above features are also adopted by other 
methods, revealing individually their efficacy in tissue 
characterization [3]-[4].     

1) First-Order Staistics: Features derived from FO 

statistic are fruiful indicators of spatial association. We extract 

four features of this category, namely, mean ( µ ), variance 

( 2σ ), skew and kyrtosis.  

2) Gray-level co-ocurrence matrix: GLCM features have 

been extensively used as textural descriptors in image analysis 

[10]. GLCM estimates the joint probability density function of 

gray-level pairs and is papameterized by the distance  d  

separating pixel pairs and the orientation angle ϑ  of the 

 

Fig. 1. Block diagram including the processing steps of the proposed 

tissue characterization method.  
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neighboring pixels. The distance is set here to 1d = , while the 

orientation angle takes four values: 0 ,45 ,90 ,135o o o o 
  .  

From the GLCM elements we compute the following 

measures: angular second moment (ASM), contrast, 

homogeneity and shade. For a fixed window size, each of the 

aforementioned GLCM feature is calculated by averaging over 

the four different orientations, to assure rotational invariance. 

3) Local Binary Patterns: LBP features are used to 

represent texture patterns into circular neighborhood of radius  

R   that contains P  pixels surroubding a central pixel. In our 

experiments, we calculate three LBP features, namely, 

RI (Rotation-Invariant), URI (Uniform Rotation-Invariant), 

and VAR (Local Variance) [11]. 

4) Run-length features: The RL features strive to capture 

coarse or finer textural patterns in an image by detecting the 

gray-level runs appearing along pixel sequences. The texture 

information is described by the gray-level run-length matrix 

(GLRLM) [ ]( , )
M N

p i j
×

, where M  is the number of gray 

levels and N  denotes the maximum run length. The entry 

( , )p i j  is defined as the number of runs of length j with pixels 

of gray level i. From the GLRLM matrix we extracted eleven 

RL features emphasizing on various gray-level and/or run 

lenghts: short run emphasis (SRE), long run emphasis (LRE), 

gray-level non-uniformity (GLN), run length non-uniformity 

(RLN), run percentage (RP), low gray-level run emphasis 

(LGRE), high gray-level run emphasis (HGRE), short run low 

gray-level emphasis (SRLGE), short run high gray-level 

emphasis (SRHGE), long run low gray-level emphasis 

(LRLGE) and long run high gray-level emphasis (LRHGE). 

For an analytical description of the aforementioned features 

the reader should refer to [12].  

5) Wavelet features: Using a two-channel filter bank, we 

perform a two-level wavelet decomposition of the original 

IVUS image using the bio-orthogonal wavelet basis functions.    

From the tree hierarchy we retain the three subimages created 

at the first level: horizontal detail ( 1LH ), vertical detail ( 1HL ) 

and the diagonal detail coefficients ( 1HH ). We also consider 

the four subimages at the second level created by subsequent 

decomposition of the approximation 1LH  at the previous level: 

( 2LL , 2LH , 2HL , 2HH ). For each one of the above seven 

subimages we compute the total energy measure from the 

associated wavelet coefficients.  

In order to capture effectively the varying heterogeneity of 
plaque components we resort in this paper to a multi-scale 
feature analysis. In particular, each feature is extracted using 
multiple windows of six different sizes: 5 5× , 7 7× , 9 9× , 

11 11× , 13 13× , and 15 15× . Considering the combinations of 

the above features and window sizes, we are led to a composite 
feature set of 175 features (24 FO, 24 GLCM, 42 WF, 66 RL, 
18 LBP, gray-level). In order to address the increased feature 
space dimensionality we apply the FuzCoC-based algorithm on 
this original feature set. The goal of feature selection is to 
identify a small subset of powerful and non-redundant features 
along with their window sizes, most suitable for the 
differentiation of tissue classes. The incorporation of feature 
selection has two beneficial effects. First, it reduces the 

computational burden pertaining to the feature extraction and 
hence, accelerates the assessment of new IVUS images. 
Secondly, the consideration of fewer features might improve 
the generalization capabilities of the classifier. 

III. FEATURE SELECTION  

  The employed FuzCoC-based algorithm is a filter feature 
selection process that involves three distinct parts: an allocation 
scheme that assigns fuzzy membership degrees of each pattern 
to every class, the construction of fuzzy partition vectors (FPV) 
used for the evaluation of the classification ability of each 
feature individually, and a selection mechanism to incorporate 
new informative features.  

A. Fuzzy Membership Determination 

Let ( ){ }, , 1,..,i iD c i N= =x  denote a dataset comprising 

N  labeled patterns. ,1 ,,...,
T

i i i nx x =  x represents the feature 

vector including a number of n  original features ( 175n = ), 

where ,i jx  denotes the jth component of pattern ix . Further, 

{ }1,...,ic C M∈ =  are the class labels of patterns and  M  is 

the number of information classes ( 4M = ). 

To assess the discrimination capabilities of each feature, we 
compare two methods both relying on fuzzy principles. The 
first one uses a simple allocation scheme resembling to the 
fuzzy c-means (FCM) clustering. More specifically, 

considering feature j, the fuzzy degree ,( ) [0,1]k i jxµ ∈  to which 

pattern ,i jx  belongs to class k is computed by applying, once, 

the following formula:         

( )
( )

1
2 1

, ,

, 21

, ,

( )

b
M i j k j

k i j
m

i j m j

x
x

x

υ
µ

υ

−
−

=

 −
 =
 −  

∑                            (1) 

where 

,
k

k j i, j k
i

x Nυ
∈

=∑ A
                                                   (2) 

is the class i mean along the ,i jx  feature component. kA  

represents the set of indexes of the training patterns belonging 

to class k, kN  is the number of class k patterns, and b  is a 

fuzzification factor, taken equal to 2b =  in the experiments. 

Following (1), the fuzzy memberships are determined 

according to the distance of pattern ,i jx  to the class prototypes  

, , 1,...,k j k Mυ = . Assuming that ,i jx  is close to ,k jυ  then 

,( )k i jxµ  receives a high value (close to 1) while the fuzzy 

grades apportioned to the other classes are accordingly 
reduced, and vice-versa. The main asset of the above fuzzy 
allocation approach comes from its simplicity in the 
membership calculations, which reduces the computational 
requirements associated with the FPVs construction. 

The second alternative considered here is to use a 
supervised classification method for the derivation of fuzzy 
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degrees, and particularly the kernelized fuzzy-output SVM 
(FO-SVM) [8]. The method involves two stages. Considering 
the j th feature, a set of M  binary SVM classifiers are 
constructed in the first stage, each one separating a particular 
class against the rest (OAA). The classifiers are trained using 

the single dimensional space ,i jx . The decision scores of the 

above SVM classifiers are then combined via a suitably 
devised sigmoidal membership function to compute the fuzzy 
degrees of patterns to all tissue classes. This method is 
computationally attractive since SVMs are trained on single 
features. Nevertheless, it has greater calculation demands 
compared to the former one, taking into consideration that the 
SVM complexity increases quadratically with respect to the 
dataset size. 

B. Fuzzy Partition Vectors on Single Features 

Initially the patterns of the dataset D are sorted by class 
labels. Given the pattern ordering, the fuzzy partition vector 
(FPV) pertaining to feature j is formed by concatenating the 
membership values of patterns to their target classes:  

{ }1, , ,( ) ( ),..., ( ),..., ( )G j G i j G N jG j x x xµ µ µ=                 (3) 

FPV is regarded as a fuzzy set defined on the patterns’ space, 

where ,( )G i jxµ denotes the membership value of ,i jx  to 

( )G j . The membership values are computed from (1), setting 

index k to the class label where ,i jx  belongs: 

[ ], ,( ) ( ) 0,1G i j k i jx xµ µ= ∈ , 1,...,i N= . ( )G j serves as a local 

evaluation metric of feature j with respect to patterns. It allows 
us to detect the highly classified pattern subsets (large degrees) 
as well as those patterns that are not adequately covered by this 
feature individually (lower degrees). 

The fuzzy union ( ) ( )G j G q∪  of two FPVs is defined as: 

{ }( ) ( ) , ,( ) max ( ), ( ) , 1,..,G j G q i G i j G i qx x x i Nµ µ µ∪ = =   (4)  

( ) ( )G j G q∪  indicates the combined discrimination ability of 

features j  and q . The union membership degrees take large 

values when patterns can be correctly classified either by 
feature j or q.   

The bounded difference ( ) ( )G q G j−  between two FPVs is 

defined as  

{ }, ,( ) ( ) ( ) max 0, ( ) ( )i G i q G i jG q G j x x xµ µ µ− = −          (5) 

( ) ( )G q G j−  quantifies the additional contribution provided 

by feature q  in regard to the relevance given by feature j . 

The FPV difference is used to recognize the excess of 

evidence offered by a candidate feature on a set of previously 

selected features.  

C. FuzCoC based Fetaure Selection 

Feature selection driven by the fuzzy complementary 

criterion (FuzCoC) is a sequential forward procedure used to 

select powerful and non-redundant feature subsets suitable for 

the discrimination of plaque components. Consider a set of 

initial features, { }1,..., ,...,j n= z z zF , { }1, , ,,..., ,...,j j i j N jz x x x=  

where n  denotes the total number of features. Following the 

approach described in section III.B, compute the 

FPVs, ( )jG z , 1,...,j n= , associated with each single feature. 

Let ( )FS p  denote the set of p  features selected up to and 

including iteration p . The cumulative set ( )CS p , is an FPV 

representing the aggregating effect (union) of FPVs of the 

features contained in ( )FS p . ( )CS p  indicates the quality of 

data coverage achieved by the features already selected at the 

p-th iteration. Also, assume that 
p

zℓ is a candidate feature to 

be selected at iteration p . ( , )pAC p ℓ  denotes the additional 

contribution of  
p

zℓ with respect to the cumulative set 

( 1)CS p −  obtained at the preceding iteration: 

( , ) ( 1) ( ) ( 1)
ppAC p CS p G z CS p− = − ∪ −

 ℓℓ          (6)  

( , )pAC p ℓ  represents the excess of membership grades 

offered by ( )
p

G zℓ , compared to the aggregation of the 

previously selected feature FPVs . 

 FuzCoC-based feature selection is implemented according 
to the following steps: 

1. Initialization  

1.1 Given the feature set { }1,..., ,...,j n= z z zF , compute the 

feature FPVs ( ), 1,...,jG z j n= . 

1.2 Set ( )0CS = ∅  and = ∅Z . 

2. Select the first feature: Find feature
1

zℓ  such that       

{ }
1,...,

1
arg max ( )

n

z G z
=

=
ℓ ℓ

ℓ

 

3.Set ( )
1

1 ( )CS G z= ℓ , { }
1

z← + ℓZ Z . 

For 2,3,.....p =  perform the following:  

4. FuzCoC –based feature selection 

4.1 Compute the additional contribution of the remaining 

features 

( )( , ) ( ) 1j jAC p z G z CS p−= −  , 1,...,j n= , 1 ( 1), ...., pj −≠ ℓ ℓ     

4.2 Find 
p

z ∈ℓ F  such that    

{ }
1,...,

arg max ( , )p j
j n

AC p z
=

=ℓ  1 ( 1), ..., pj −≠ ℓ ℓ  

4.2 Calculate the percentage improvement of 
p

zℓ with 

respect to ( )1CS p − :  

( )( , ) ( 1) 100%
p p

h AC p z CS p= − ×
ℓ ℓ

                      

4.3 IF 
p zh e>ℓ   THEN 

     ( ) ( 1) ( )
p

CS p CS p G z= − ∪
ℓ

, { }p
z← +
ℓ

Z Z  
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          Increment 1p p← +  and go to step 4.1  

    ELSE Terminate FuzCoC  at the m-th iteration . 

5. Output: The set { }1

* ,....,
m

z z= ℓ ℓZ  of m  selected features. 

At each iteration, the method incorporates those features 

p
zℓ  that produce the greatest additional contribution  

( , )jAC p z  with respect to the cumulative set ( )1CS p −  

obtained by the existing features in ( 1)FS p − . FuzCoC ensures 

that the newly incoming feature is complementary, i.e., it 
provides higher grades for some pattern subsets not adequately 
covered by the previously selected features. For a detailed 
description of the method the reader may refer to [8]. 

IV. SVM CLASSIFICATION 

The feature subset retained after applying feature selection 
is classified via a support vector machine (SVM) classifier [13] 
following the OAA multi-class strategy. In order to tackle the 
non-linear relation between the extracted features and tissue 
classes, we consider an RBF kernel function. For more reliable 
results, the classifier is evaluated using a 5-fold cross-
validation method: the dataset is split into 5 random parts, the 4 
of them (80%) are used for SVM learning while the last one 
(20%) for testing. The reported classification accuracies are 
averaged over the five folds. The optimal kernel parameters 
were also obtained through cross-validation and the commonly 
used grid search approach.        

A. Shadow Detection 

IVUS gray-scale images often appear with acoustic shadow 
behind hard plaques (i.e., calcium). However, the color coded 
maps for shadow areas given by VH may differ from histology 
assessments, as these results are obtained from backscattered 
RF signal analysis. When treated on the other hand from a 
gray-level point of view, they are classified as fibrous or fibro- 
fatty whereas they should normally be assigned as calcium or 
necrotic core. To avoid these erroneous misclassifications, the 
shadow areas are considered as an independent tissue class. 
Shadow detection is implemented here as post-processing stage 
operating on the initial classification map obtained by SVM. 
The IVUS plaque is traversed via a polar sliding sector of small 
width. At each sector position, we compute the average gray-
level value of the part behind calcific regions (to the media-
adventitia border) and compare it to a suitably low intensity 

threshold. If the average intensity is below this threshold, these 
pixels are reclassified to the shadow class. The detected 
shadow areas provide a better visualization of the IVUS 
characterizations, but they are not taken into account in the 
calculations of the classification accuracies. 

V. EXPERIMENTAL RESULTS   

The set of IVUS images in these experiments were acquired 
from 7 patients with known coronary disease. From the image 
sequences pertaining to each patient, we have collected 5 to 8 
vessel sections for further analysis. Following this approach, 
we are led to 300 frames overall, including the gray-scale 
IVUS images along with their VH reference frames. After 
applying IVUS segmentation, from the plaque areas of these 
frames we have delineated 700 regions of interest (ROIs) of 
varying size, with their content corresponding to all four plaque 
classes considered in this study. The pixels contained in the 
ROIs are labeled using the associated VH characterized frames. 
Finally, a dataset of 6000 prototypical pixels are collected, 
comprising the composite feature vector extracted from gray-
scale IVUS images and their target labels.  

 In the next stage, we apply FuzCoC-based feature selection 
on the original set of 175 features. Fig. 2 shows the overall 
accuracy (OA) as a function of the selected features for two 
different methods used for FPV construction: the FCM-based 
method (1) and FO-SVM. For each feature subset the 
classification results are obtained by applying the SVM 
classifier. Furthermore, the reported OAs are averaged over the 
five different partitions of the dataset. As can be seen from Fig. 
2, OA initiates with an adequately high level of 74.6% using 
the first few selected features and starts increasing almost 
monotonically for larger feature subsets until a peak 
performance is achieved. In the following, OA starts to 
decrease gradually and fluctuates at lower levels of accuracy 
with the incorporation of additional features. The FCM curve 
exhibits a sharper rate of increase during the initial phase while 
at the same time attains a higher OA peak. This indicates that 
this approach selects quickly more discriminating and 
complementary features compared to FO-SVM. The design 
objective is to choose the smallest possible feature subset 

 
Fig. 2. Overall accuracy versus the number of retained features obtained 

by applying the feature selection algorithm. The two curves shown  

correspond to the FCM-based and the FO-SVM method, respectively, 

used for the FPV construction. 

 

 

                 (a)                                    (b)                                     (c) 

Fig. 3. Application of our method for two patients (each row of sublots 

represents a single patient): a) ROI of the IVUS image, b) tissue 

characterization produced by SVM, and c) IVUS-VH reference image. 
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achieving simultaneously the highest classification accuracy. 
To this end, we retain a subset of 34 features obtained by using 
the FCM-based FPV construction, which yields an OA of 
80.93% in the classification of the four tissue classes 
considered. 

Table II hosts, respectively, the average sensitivities and 
specificities for each class, separately. The results are shown 
for three feature subsets used for SVM classification. The first 
two cases refer to subsets of 34 features selected be FS 
algorithm using either FCM-based or the FO-SVM methods, 
respectively, for the construction of FPVs while the third one 
refers to entire feature vector of 175 features. Table II also 
provides the OA and the average (per class) accuracies (AA) 
for each case. Table II indicates that the first case provides the 
best results in regard to all evaluation metrics ( 80.93%OA = ). 

All tissue classes are correctly discriminated with a high level 
of accuracy. The fibro-fatty class is nevertheless under-
estimated to some extent, owing to the spectral overlapping 
with the fibrous class. Noticeably, this case also exhibits the 
highest AA value which shows the ability of the SVM 
classifier to correctly identify patterns of any class, irrespective 
of the class proportions in the dataset. The second case (FO-
SVM) provides slightly inferior results. Contrarily, the 
accuracies obtained by the full feature space are considerably 
lower. This underlines the significance of incorporating feature 
selection, in respect to classification accuracy and reduction of 
the computational cost required for the analysis of IVUS 
images. Fig. 3 shows the classification maps obtained by our 
approach for two representative patients. It can be seen that all 
plaque components are accurately depicted, as validated by the 
corresponding VH reference images.   

VI. CONCLUSIONS  

An image-based methodology is proposed in this paper, for 
tissue characterization from IVUS images. The suggested 
technique incorporates the following novelties: a) We use the 
VH maps for tissue labeling to avoid the interobserver 
variability in plaque assignments. b) Our method is able to 
assess all frames of the IVUS sequences thus increasing the 
longitudinal resolution of VH technology. c) The method 
differentiates plaque components into four tissue classes which 
provide a detailed description of IVUS images. d) We devise a 
combined feature vector by extracting a set of five feature 
types at multiple window sizes. Most importantly, we apply an 
effective feature selection method on the original set to reduce 
feature space dimensionality. Cross-validation against VH 

reference data shows that our approach achieves a 
classification accuracy of almost 81 % using a small subset of 
34 features of different types and varying window sizes.     
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