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Abstract. In this paper a regionalization algorithm which groups spatial areal 
objects into homogeneous zones is presented. The proposed method is based on 
Automatic Zoning Problem (AZP) procedure which is extended to use the Ant 
Colony Optimization (ACO) technique. The results produced are compared to 
the original AZP method. Both methods are applied into the classification of 
economic data in a post code level on the area of Athens. 
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1 Introduction 

The zone design problem involves the aggregation of k regions into n zones while 
optimizing an objective function and preserving the internal connectivity of the zones 
[1-2]. This problem is also known as redistricting, regionalization or p-region prob-
lem, and in terms of computational complexity, it belongs to the family of nondeter-
ministic polynomial-time hard problems (N-P hard) [3-4]. 

The zone design is a geographical problem that has been applied to many fields 
such as climate zoning [5], location optimization [6], in socio-economic [2], [7] and 
epidemiological analysis [8], in electoral and school districting [4], [9] and many 
more. The problems mentioned may differ into the data types (numerical or categori-
cal) the different objective functions used (e.g. capturing intra-region homogeneity or 
compactness) or the constraints imposed (e.g. minimum population within zones). All 
of these approaches can be classified into the following three categories, 1) linear 
programming techniques, 2) heuristic-based optimization and 3) contiguity con-
strained clustering [10-12]. 

In the first group of methods, Duque et al [12-13] have formulated the regionaliza-
tion as a mixed integer programming problem and incorporated the contiguity within 
zones in the solution space searched.  This approach is computational expensive and 
thus its use is limited to small data sets. 

In the second group, the heuristic-based optimization techniques are included, 
which optimize a given function while preserving the contiguity constraints. The first 
method developed was the Automatic Zoning Problem (AZP) by Openshaw [1] which 
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starts with an initial solution and by randomly adding neighboring regions to various 
zones, converges to a better solution. This approach was later improved by applying 
Tabu search and Simulating Annealing in order to avoid the local optimum in the 
search space (ZDES software) [2].  In a more recent approach by Bacao et al. [4], a 
Genetic Algorithms was developed and compared with the ZDES results. These me-
thods have two inherited limitations. Firstly, they are computational intensive and 
secondly, some variants give significantly different results with each run.  

The third approach is based on hierarchical clustering and its more recent form is 
performed into two steps. Initially a hierarchical constrained clustering is performed 
to create the tree of aggregated regions, followed by an optimization method in order 
to determine the cut of level in the hierarchical tree [7], [10-11]. In the hierarchical 
step various methods have been implemented such as the single, average, complete 
linkage and Ward method. The drawback of this methodology is the limited solution 
space that is explored.    

In this paper the second approach is adopted, aiming to an improvement to the cur-
rent methodology in use. The AZP method is extended to use the Ant Colony Optimi-
zation (ACO) technique and the results produced are compared to the initial AZP 
method. The advantages of our method are threefold: to avoid local optimum, to pro-
vide improved solutions and a tool that can be used alongside the Geographical In-
formation System (GIS) software.  

In the next section the proposed methodology is presented. In section 3 the algo-
rithm is applied on a case study on the city of Athens, where the data and results are 
presented. Finally in the last section some concluding remarks are drawn. 

2 Methodology 

In the problem at hand, a study area which is completely divided into regions is given. 
These regions are aggregated into zones so that each region is assigned to only one 
zone and that the zones are contiguous internally (regions within a zone) and external-
ly (zones together). In order to measure the quality of a partition an objective function 
of the attribute values of the regions for the current zone-design is examined, aiming 
in optimum performance. 

In the initial work of Openshaw [1], a mildly steepest descent algorithm was pro-
posed (AZP). This algorithm consists by the following steps: 

─ Step 1. An initial solution is found, or in terms of the problem an initial classifica-
tion of n regions into a given number of m zones (m<n). 

─ Step 2. A list of the zones L={Z1,Z2,…,Zm} is made. 
─ Step 3. A zone Zk is randomly selected and removed from L. 
─ Step 4. For Zk a list of contiguous regions B={R1,R2,…} is composed. 
─ Step 5. Until this set of regions B is empty, a region Rj is selected randomly and 

removed from B. 
─ Step 6. The zone in which Rj belongs is found and it is examined if it can be re-

moved from it. If by aggregating Rj into zone Zk the zone remains contiguous then 
the algorithm continues to step 7, otherwise to step 5. 
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─ Step 7. The value of the objective function is calculated for the new classification. 
─ Step 8. If an improvement is made, the new zonation is kept, otherwise it is re-

jected and the algorithm moves to step 5. 
─ Step 9. Set B is re-composed and the algorithm moves to step 5. 

The steps 2-9 are repeated until convergence is achieved.  
ACO is inspired by nature, where ants select the shortest path to food by laying and 
following chemical trails called phenomone. After the initial paper by Dorigo and 
Cambardella [14], it has been applied to various problems except Travelling Salesman 
Problem (TSP) such as vehicle routing, graph coloring, sequential ordering [15-16]. 
The algorithm is performed by a number of iterations. In each iteration, in a typical 
ACO application, the steps are the following:  

─ Step 1. A set of m ants are located at randomly selected regions. 
─ Step 2. Each ant is making a tour through the neighboring regions, visiting each 

region once. 
─ Step 3. For each ant, say k, the next region q to be visited is selected, based on the 

probability 

ܲ ൌ ఛೖೌכೖ್∑ ఛೖೌכೖ್                            (1) 

where τ is the phenomone strength, v is the visibility and a, b are two constants. If 
a=0, the closest region in attribute values is chosen. Also in the case where b=0 
the visibility between regions is ignored. 

─  Step 4. When the ants has explored the space, the phenomone trails are updated 
by:  ߬௭ ൌ ሺ1 െ ሻ߬௭ߩ   ௭                         (2)߬߂

where ρ is the evaporation constant,  and ߬߂௭  is the reinforcement achieved by 
region inclusion in zone. 

In our version of AZP, called AZP-ACO, the steps 5-6, are replaced by the ACO al-
gorithm described. The initial values, for pheromone, are evaluated in the first step of 
the algorithm, by examining the difference between the attribute values of contiguous 
regions. Typical values for the AZP-ACO method are a=b=1, ρ=0.5 and m is equal to 
the number of neighboring regions. 
As an objective function a homogeneity measure is used, which is defined as the sum 
of squared differences between attributes allocated on each region and the mean val-
ues of each zone. The Sum of Squared Differences (SSD) is given by: ܵܵܦ ൌ ∑ ∑ ∑ ሺݔ െ ሻଶݔ                       (3) 

where ݔ is the mean  value of j attribute on a zone in L set and ݔ  is the value of j 
attribute on region i, classified on a zone in L [7], [11]. The SSD is a measure of  
dispersion of attribute values for the regions in a zone. Also homogeneous zones con-
tribute small values into the objective function. 
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The algorithms of AZP and AZP-ACO were implemented in C++ and were loosely 
coupled with ArcGIS 9.3. In ArcGIS, which is the main tool in our analysis, the re-
gions are defined and are accompanied by the relative attribute data. In ArcGIS the W 
contiguity matrix is evaluated and exported with the attribute values into the C++ 
program. In our approach the W matrix has the values of 1 for regions with common 
part of an edge and 0 otherwise (rook contiguity). Finally the output of the custom 
program, which is the regions classification, is passed into the GIS software to display 
and further examine the result. 

3 Data 

Our empirical analysis is based on the postcode on the city of Athens. More specifical-
ly, the area of our analysis contains of 207 postcodes (Figure 1). The variable consi-
dered for classification is the average annual income, published by the Greek Ministry 
of Finance in 2002 (Available at http://www.gsis.gr/ggps/statistika/statistika.html). 

 

Fig. 1. Study area 

4 Results 

The AZP and the AZP-ACO were applied to the regionalization of the post codes in 
the study area of Athens. The spatial objects, in our case, have only one attribute, the 
mean income.  
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The methods have been compared for speed and quality of the solution. Four expe-
riments were made, in which the number of spatial objects are the same (207) as well 
as the number of attributes. In the first case, the resulting clusters were 5 and in the 
other experiments were 10, 15 and 20 respectively. The experiments were run 30 
times for each method and the average results are presented in Table 1, where the 
number of function evaluations, the time needed and the value of the objective func-
tion are presented. 

Table 1. Results of the AZP and AZP-ACO algorithm 

 AZP AZP-ACO 
#regions #evaluations time(sec) value #evaluations time(sec) value 
5 437 10.8 14.9 7310 140.6 10.9 
10 559 8.4 11.5 6843 112.6 7.5 
15 645 7.2 10.0 6660 102.5 5.7 
20 721 6.8 8.9 5987 86.4 4.5 

 
As far as the quality criterion is concerned, the internal homogeneity of the result-

ing zones was measured by Equation (3), where smaller values are better. In all the 
tests the AZP-ACO produces improved results. As it can be seen from the Table 1, as 
the number of regions increases, the ratio ܵܵܦ/ܵܵܦିை  increases as well, 
starting from 1.37 for 5 regions and ending up to 1.97 for 20 regions. On the other 
hand, the time needed to perform the clustering is around 13 times more for AZP-
ACO than for the AZP. Further, as can be seen in Table 2, AZP-ACO is superior to 
classic AZP not only in the mean value of the objective function but in the standard 
deviation as well.  

Another important issue that is usually ignored in the literature is to visualize the 
zoning proposed by the methods and compare the results in terms of geography. For 
that purpose in mind a typical zoning for the two algorithms is presented in Figures 2-
5. In the first case, regions are aggregated into 5 zones. The difference in Figures 2 
and 3 is substantial. The AZP-ACO method (Figure 3) has captured the areal changes 
in income and has divided the region, as expected, into the city center area (zone 1), 
the surrounding of the city center (zone 3), the north-west (zone 5), the south-east 
(zone 4) and the north-east zones (zone 2).  On the other hand AZP, did not distin-
guish the north-east zone from south-east zone (zone 3 in Figure 2) and has displayed 
a limited area surrounding the city center (zone 2). In the second case, 10 zones were 
used and both methods have captured the characteristics of the data set. As can be 
seen in Figures 4 and 5 both methods have created zones for the high, medium and 
low income regions (Figure 1). A striking difference in the two zoning-designs lies in 
zone 6 in Figure 4, which by looking into the data it can be seen, that AZP has in-
cluded non-homogeneous regions. A more robust approach has been adopted by  
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Fig. 2. The region-design proposed by AZP for 5 regions 

 

Fig. 3. The region-design proposed by AZP-ACO for 5 regions 
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Fig. 4. The region-design proposed by AZP for 10 regions 

 

Fig. 5. The region-design proposed by AZP-ACO for 10 regions 
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AZP-ACO (Figure 5) where the same area has been partition and aggregated into 
zones 6 and 3 resulting in a more natural partitioning. Further, a drawback of the illu-
strated clustering, for both cases, is the presence of long zones (e.g. zone 1 in Figure 4 
and zone 8 in Figure 5). This is attributed to the data set used (Figure 1) and can be 
treated by including into the objective function a term for compactness of the zones. 

Table 2. Descriptive statistics of the results 

 AZP AZP-ACO 
#regions median mean stdev median mean stdev 
5 14.5 14.9 3.8 9.8 10.9 3.1 
10 11.0 11.5 3.2 7.5 7.5 2.1 
15 9.6 10.0 2.7 5.5 5.7 1.3 
20 8.5 8.9 2.3 4.3 4.5 1.1 

 
Finally, an issue commonly arising in region clustering is the number of zones that 

should be used. As Guo [10] pointed out, for explanatory spatial data analysis, the 
number of zones is a problem parameter and the results are examined for  
various values. On the other hand, it can be seen that for particular applications, the 
problem definitions depicts the number of zones as in the case of electoral or school 
districting [4].      

5 Conclusions 

In this paper, an efficient method for regionalization is presented, which combines the 
original AZP methodology with the ACO method of optimization. This approach was 
compared with the original method of Openshaw and illustrated an improvement of 
more than 30% in terms of the objective function. 

The region-design method proposed can be applied into different domains and 
permits the use of different definitions for contiguity and objective function in terms 
of compactness, dissimilarity or heterogeneity.  
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