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Abstract. The discovery of miRNAs had great impacts on traditional biology. 
Typically, miRNAs have the potential to bind to the 3’untraslated region (UTR) 
of their mRNA target genes for cleavage or translational repression. The expe-
rimental identification of their targets has many drawbacks including cost, time 
and low specificity and these are the reasons why many computational ap-
proaches have been developed so far.  However, existing computational ap-
proaches do not include any advanced feature selection technique and they are 
facing problems concerning their classification performance and their interpre-
tability. In the present paper, we propose a novel hybrid methodology which 
combines genetic algorithms and support vector machines in order to locate the 
optimal feature subset while achieving high classification performance. The 
proposed methodology was compared with two of the most promising existing 
methodologies in the problem of predicting human miRNA targets. Our ap-
proach outperforms existing methodologies in terms of classification perfor-
mances while selecting a much smaller feature subset. 
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1 Introduction 

In recent years the development of high throughput techniques accelerated the discov-
ery of small non-protein-coding regulatory molecules. One type of these are micro-
RNAs (miRNAs). The large family of miRNAs is defined as small (approximately 22 
nt) in length, stable molecules which regulate the functions of many other target-
genes [1]. Typically, miRNAs have the potential to bind to the 3’untraslated region 
(UTR) of their mRNA target genes for cleavage or translational repression. The miR-
NA class is evolutionary conserved and miRNAs have been discovered in animals, 
flies, plants and viruses [2]. Their targets range from signaling proteins, metabolic 
enzymes, transcription factors and so on.  
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The very first miRNAs and their targets were discovered experimentally through 
classical genetic techniques. A description of the experimental techniques and the 
detailed history of the miRNA genes discovery can be found in [3]. However the ex-
perimental identification of miRNA genes and their targets has many drawbacks; cost, 
time, low specificity are the main technical hurdles.  

In order to overcome these limitations and achieve high classification performance 
many computational approaches have been proposed. The computational methods 
have proven to be invaluable tools in understanding the biology of miRNAs. Many 
review papers have already reported the principles of miRNA genes and targets iden-
tification and discussed the computational methods that have been applied [4], [5]. 
Sequence complementarity, thermodynamic stability calculations and evolutionary 
conservation among species are mainly the most characteristic features which are 
used to determine the existence of a productive miRNA-mRNA duplex formation [1, 
2]. The usage of sequence conservation reduces false positive predictions but some 
less conserved target sites may be missed leading to low sensitivity. On the other 
hand, when seed region conservation is not used, the predictors are prone to finding a 
very large number of predictions and thus to  present a low specificity.  

At present, TargetScanS [6], PicTar [7], miRanda [8], DIANA-microT [9], miTar-
get [10] and NBmiRTar [11] are considered to be the most prevailing algorithmic 
approaches for the prediction of miRNA targets. Although encouraging results are 
obtained, still existing computational methodologies for the prediction of miRNA 
targets mainly fail to handle the trade-offs between sensitivity-specificity and inter-
pretability-prediction performance. Furthermore, they select the features which are 
going to be used as inputs for the prediction either empirically or using simple filter-
ing methods which are incapable of taking advantage of the mutual information be-
tween features and of their rate of ability to link with a specific classifier.  

In the present work we present a novel computational machine learning approach 
for the prediction of miRNA targets, which combines the efficiency of Support Vector 
Machines with Genetic Algorithms for parameters optimization and feature selection. 
The proposed methodology presents high classification performance combined with a 
selection of a much smaller feature subset. Thus, it manages to overcome the main 
problems of existing computational methodologies for the prediction of miRNA tar-
gets. 

The rest of the article is organized as follows: section 2 describes the implementa-
tion of our method. Section 3 provides the experimental results and section 4 con-
cludes the paper.  

2 Methodology 

2.1 Dataset 

In order to distinguish between real and pseudo targets, our model was trained and 
tested using a relevant biological data set consisting of both positive and negative 
examples. To ensure the quality of the training data, experimentally verified micro-
RNAs and their targets were collected from the literature. During the data collection 
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step, sequences which were not verified by wet lab experiments were excluded. Tar-
gets whose precise binding sites could not be accurately verified were also excluded. 
The major criterion for including a target into the dataset was the exact binding site of 
the miRNA-mRNA duplex to be known. 

The human microRNAs were downloaded from miRBase database release 18 [12]. 
The experimentally verified human microRNA targets were downloaded from Tar-
Base version 5c [13] and miRecords release November 2010 [14] databases. After 
filtering the target binding sites from these sources, the final dataset consisted of 182 
human records of miRNAs and their target mRNA binding sites. From this set, 178 
records were positive examples, i.e. true targets and the remaining 4 were negative 
examples, i.e. pseudo targets. Since the current set of 4 confirmed negative examples 
was insufficient, additional artificial negative examples were generated following the 
procedure described in [15].  

In specific, 3000 artificial mature miRNAs (30 nt long) were used to produce ar-
tificial negative examples. Then, MiRanda [8] is used to generate target predictions 
for these artificial miRNAs, the target results are assumed to be false positive predic-
tions since the query search did not include true miRNAs. The minimum free energy 
(MFE) and the miRanda score threshold (SC) (in our case set at 25 kcal/mol and 180, 
respectively) are two important parameters that should be set to increase the stringen-
cy of the predictions and thus decrease the selection of weaker false positive predic-
tions [16]. Since using all 3000 artificial miRNAs yielded a large and unmanageable 
set of predictions, 100 of them were chosen at random to re-query miRanda and from 
the whole set of false targets 174 were chosen at random to serve as our negative 
examples. This method is supposed to be superior to choosing miRNA-mRNA dup-
lexes at random. This is because the artificial negative examples we generated resem-
ble more to true duplexes and will therefore lye, with a good probability, closer to the 
decision boundary.  

Between positive and negative examples a 1:1 proportion was used to guarantee 
that our classifiers will be trained with equal numbers of positive and negative exam-
ples. Finally, in order to create the training and the test sets the whole dataset was 
divided in half at a random manner. 

2.2 Feature Set 

In order to train our model, we searched for representative features capable of distin-
guishing efficiently between real and pseudo microRNA targets. As a result we col-
lected most of the features presented in the literature since our method would extract 
the optimal subset of them. They can be broadly categorized in structural, thermody-
namic, positional and ‘motif’ [11] based features. Evolutionary conservation was not 
used in our approach since it would bias the results to evolutionary conserved miRNA 
and targets. A total number of 124 features were computed and for the computation, 
RNAfold program from the Vienna RNA package [17] was used as well as scripts 
written by us. 
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2.3 Proposed miRNA Target Prediction Method 

A hybrid methodology, implemented in Matlab, was designed and developed for the 
prediction of miRNA target genes, combining Genetic Algorithms (GA) and Support 
Vector Machine (SVM) classifiers. The SVM algorithm [18] is the most popular ker-
nel based method and it is considered as a state-of-the-art classification technique able 
to provide accurate classification models with high generalization ability. Genetic 
Algorithms [19] are search algorithms inspired by the principle of natural selection. 
They are useful and efficient if the search space is big and complicated or there is not 
any available mathematical formulation of the problem. It has been shown that GAs 
can deal with large search spaces and do not get trapped in local optimal solutions like 
other optimization algorithms [19].  

In our hybrid method the genetic algorithm is used to locate the optimal feature 
subset and on the same time to tune the parameters of the Radial Basis Kernel (C and 
γ) [20] of the SVM classifier. The produced evolutionary hybrid algorithm mainly 
consists of the iterative application of the evaluation, selection, crossover and muta-
tion steps in a population of candidate solutions (chromosomes) which are initially 
randomly generated. Each chromosome is consisted of feature genes that encode the 
best feature subset and parameter genes that encode the best choice of parameters 
(binary encoding was used). The proposed method is depicted in detail in Fig.1.  

The size of the initial population was set to 20 chromosomes and the termination 
criterion stops the evolution when the population is deemed as converged. Specifical-
ly, the population is deemed as converged when the average fitness across the current 
population is less than 5% away from its best fitness. Alternatively, the algorithm 
stops when the maximum number of 100 generations is reached. The proposed fitness 
function which was used to evaluate each candidate solution is the one described in 
equation (1): 

 (1) 

where Accuracy is the SVM’s accuracy, GeometricMean is the geometric mean of 
sensitivity and specificity, Selected_Features is the selected feature subset size and 
SupportVectors is the number of support vectors included in the trained SVM model. 
This fitness function is used in order to balance classification performance, sensitivi-
ty-specificity tradeoff, the complexity of the feature set (which relates to the interpre-
tability of the model) and the classification model’s complexity (and thus its generali-
zation ability). The values for the constant multipliers in our multiobjective fitness 
function were set as shown in equation (1) to weight our goals in the following order 
of significance (from the least significant to the most significant): 
 

Simplicity of Classification model< Complexity of feature set <Sensitivity-specificity 
tradeoff = Classification performance 
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Fig. 1. Flow Chart of the proposed method 

The selection scheme which was applied in the proposed hybrid methodology was 
Rank based roulette wheel selection [21] in order to control the pressure of natural 
selection. Following, this selection scheme the proposed evolutionary algorithm 
forces our population to areas of better solutions while minimizing the probability of 
reducing the population’s diversity and thus minimizing the possibility of getting 
trapped in local optimal. 

The two main genetic operators of a Genetic Algorithm are crossover and muta-
tion. For the crossover operator, two-point crossover was used to create two 
offsprings from every two selected parents. The parents are selected at random, two 
crossover points are selected at random and two offsprings are made by exchanging 
genetic material between the two crossover points of the two parents. The crossover 
probability was set equal to 0.9 to leave some part of the population to survive un-
changed to the next generation. 

Most studies on the selection of the optimal mutation rate parameter coincide that a 
time-variable mutation rate scheme is usually preferable than a fixed mutation rate 
[22]. Accordingly, we propose the dynamic control of the mutation parameter using 
equation (2): 

  
(2)

where n is the current generation, PS is the size of the population and MAXG is the 
maximum generation specified by the termination criteria. Using equation (2), we start 
with a high mutation rate for the first generations and then gradually decrease it over the 
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number of generations. In this way global search characteristics are adopted in the be-
ginning and are gradually switched to local search characteristics for the final iterations. 
The mutation rate is reduced with a smaller step when a small population size is used in 
order to avoid stagnation. For bigger population sizes the mutation rate is reduced with a 
larger step size since a quicker convergence to the global optimum is expected. 

3 Results 

In order to evaluate the performance of our methodology, we compared its test set 
performance with the corresponding performance, of the miTarget[10] and NBmiR-
Tar[11] classifiers. For the constructed data set, due to the stochastic nature of the 
proposed methodology and the randomization process for the splitting of training and 
test sets in every execution, we ran the experiments 20 times and computed the aver-
age values. Table 1 summarizes the results achieved. 

As we can easily observe in Table 1 our method achieves a significantly better 
classification performance and at the same time it uses a smaller feature set. 

Table 1. Comparative classification performance 

Method Features Accuracy Specificity Sensitivity 
miTarget 41 93,93% 89,77% 89,77% 
NBmiRTar 67 85,73% 80,13% 91,48% 
Proposed  
Methodology 

38,2 99,10% 98,24% 100,00% 

 
With a further examination of the frequency of appearance of the extracted fea-

tures, we observed that the following subset of 5 features had a frequency over 80%: 

• number of matches in seed part 
• total number of AU matches 
• number of bulges of length 5 in out-seed part 
• free energy of the out-seed part 
• position 3 with a GC match, an AU match, a GU match or a mismatch 

These results confirm our hypothesis that the suggested methodology is capable of 
identifying representative features which optimize the performance. It is also ob-
served that this extracted feature subset contains various types of information, includ-
ing structural, thermodynamic and positional features. The results also indicate how 
important for the prediction the out-seed region is, since most of the extracted features 
concern this region. 

4 Conclusion and Future Work 

In the present paper we have introduced a novel methodology for the prediction of 
miRNA targets. This methodology consists of a hybrid combination of a modified 
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genetic algorithm with an SVM classifier using a novel multi-objective fitness func-
tion. In contrast to previous approaches where the performance of the classifiers 
strongly depends on the careful (mostly by hand) pre-selection of the optimal features, 
our algorithm accepts all available features as input (without any restrictions concern-
ing independency) and automatically generates a small optimal feature subset. At the 
same time it finds the optimal SVM parameters C and γ for the optimal feature set and 
produces prediction models of high classification performance. 

The proposed methodology was compared with two of the latest existing metho-
dologies and outperformed them in both classification performances and number of 
the selected features. Using methodologies like the proposed one, that can find a small 
informative subset of features which does not include features with mutual informa-
tion or irrelevant features, may help biologists to gain a better understanding of the 
miRNA targeting procedure.  

In order to further enhance the interpretability of our classifier, as future work, we 
will extract fuzzy rules from the SVM classifier using the methodology described in 
[23]. Finally, our future plans involve the development of a web-based tool for the 
online prediction of miRNA targets based on the proposed methodology.  
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