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Abstract—Bayesian networks (BN) are considered to be one of
the strongest modeling techniques of gene regulatory networks
(GRN) thanks to their ability to present features and relations
between them in a causal and probabilistic way. Learning the
structure of those models needs a large training dataset in
order to avoid over-fitting. However, biological data, especially
microarray data, suffer from the presence of only few instances.
Some recent approaches tried to face this challenge by applying
committee based methods. We use this principle in order to
suggest a new method supported by a double-weight-assignment
technique. We show that our approach has succeeded to learn
benchmark structures.

Index Terms—Bayesian Network, Structure Learning, Com-
mittee Learning, Gene Regulatory Networks

I. INTRODUCTION

BAYESIAN network (BN) is a powerful Gene Regulatory
Network (GRN) modeling technique. It plays an important role
in determining regulatory relations between genes implicated
in a disease. It allows presenting biological relations between
features (genes) through a causal and probabilistic model.

As it is well known, BN consists of a directed acyclic graph
(DAG) and nodes corresponding probability tables (CPTs).
BN learning requires two major steps: structure learning (SL),
which allows establishing the DAG, and parameter learning,
which compute values of CPTs.

In literature, there are various SL techniques which differ
on how they search the optimal DAG. They are divided
into three major families: constraint-based methods, search-
and-score based methods and hybrid methods. Constraint-
based approaches aim to find conditional independencies using
independencies test, such as Chi-squared test, and to con-
struct a final graph basing on this knowledge. Examples of
these approaches are IC (Inductive Causality) [1], PC [2], CI
(Conditional Independence) [3], etc. Search-and-score based
approaches use likelihood-based score as an alternative to
statistical independency tests. These scores, which aim to es-
timate the quality of a BN, are to be optimized in DAG space.
Some of the most used scores are BDeu (Bayesian Dirichlet
equivalent uniform) [4] and AIC (Akaikes Information Crite-
rion) [5]. Search-and-score based approaches can be grouped
into different families. For instance, we distinguish determin-
istic and stochastic approaches. Deterministic approaches have
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approximately the same result when using different parameters
such as K2 [6], Tabu [7] and Hill-Climbing [8]. Stochastic
approaches can provide different graphs for the same input
parameters like Simulated Annealing [9] and Metropolis-
Hastings algorithm [10]. Search-and-score based approaches
can be optimized by restricting the space of possible structures.
For instance, tree-based approaches like Chow-Liu Tree [11]
build the Maximal Weight Spanning Tree (MWST) of an
obtained graph. Finally, hybrid approaches aim to benefit from
constraint-based and search-and-score based approaches. They
apply a local search to find independencies in a neighborhood
and a global search to find the optimized DAG. An example
of these methods is Max-Min-Hill-Climbing (MMHC)[12].

Despite the variety of its algorithms, SL step faces two
major challenges in the context of high dimensional data (e.g.,
microarray data) which are treating the gigantic number of
features and overcoming the limited number of instances. In
fact, SL algorithms are NP-complete [13] because the number
of possible DAGs grows exhaustively with a small augmen-
tation of nodes (features) number. In that way, searching the
optimal structure is quite impossible when considering a few
dozens of features. A possible solution is to divide the training
dataset into small partitions using cluster analysis techniques.
Resultant BNs are linked to each other to form the final DAG
that presents relations between features. However, the veracity
of these relations is not ensured because, generally, BNs tend
to over-fit the training data, when trained on a small dataset
[14]. Our contribution is to apply a committee based SL, where
the final structure is learnt by a weighted vote. This weight
differs by the used training set.

II. RELATED WORK

Researchers attempt to overcome the problem of over-
fitting by applying different specialized SL techniques such
as bootstrap approach, evolutionary algorithms and set-based
techniques.

Bootstrap approaches are founded on the regeneration of
sub-sets of training data and searching for the best structure.
They are widely applied to learn structure from limited data
[15], [16].

Evolutionary Algorithms (EA), which are inspired from
biological evolution, have demonstrated their effectiveness in
case of limited number of instances[17], [18]. For instance,
Genetic Algorithms present an optimized heuristic for SL.
They are based on the evolution of partial candidate structures
and the maximization of fitness measure [19]. Moreover, an
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example of a combination between genetic and evolutionary
SL algorithms is found in [20].

Set based SL techniques try to escape the over-training
problem and ensuring an improved quality of the final structure
by applying committee-based SL [21]. For instance, [22] uses
a fast committee based SL algorithm on a given neighborhood.
It determines the orientation of edges by the use of a majority
vote. Another set-based SL technique is proposed in [23].
The idea of this approach is to apply a voting procedure for
globally learning the structure of a BN.

III. PROPOSED APPROACH

Our approach is composed of two major phases which are
multiple SL and BN fusion. Multiple SL phase is characterized
by choosing a training dataset and weighting each one of
the committee members according to their performance in
classifying the instances of the chosen dataset. We use cross-
validation on the training set with ten folds. During the BN
fusion phase, the learnt structures issued form each one of the
committee members is object to a boosting operation in order
to find the best structure. The architecture of our approach is
explicated in figure 1.

Figure 1. The major steps of our approach

A. Committee members

In this work, we chose to establish a diversified committee
composed of the most known existing algorithms in each one
of structure learning families. The committee members are:

- PC algorithm: it uses Chi-square test (X2) to evaluate the
existence of conditional independency between two features.

- Tabu search: it defines the neighbor of a current state of
the graph and chooses the best structure basing on its score.
It uses a tabu list to save visited structures.

- Simulated Annealing (SA): it searches the best structures
by minimizing a temperature function. A greedy search is
applied to find the optimal one.

- Chow Liu Tree algorithm (CLT): it finds the best tree
representation of the joint distribution induced by the data.
It fixes weight to arcs basing on mutual information between
features, defines the MWST over all features and direct arcs.

- MMHC algorithm: this hybrid algorithm uses constraint
identification to create an undirected graph and uses this graph
to apply a HC search for the final structure.

B. Weight Assignment

We used two weight assignment procedures in two different
contexts. The first one is for arcs importance in the graph
and the second one is for the algorithms performance. For the
former, there is multitude of arcs strength assessing methods
which differ basing on the chosen criterion [24]. For instance,
the strength of an arc can be measured by a conditional
independence test such as a p-value, so the lower value
corresponds to the strongest arc. Another possible method
is to find the strength of all possible arcs as learned from
bootstrapped data. Also, weighting arcs can be measured by
a score function. Therefore, arcs strength is defined as the
gain/loss that affects the BN when removing this arc. We
applied the last method on weighting arcs in our approach.
Thus, the arcs weight in a model learnt by an algorithm, a,
from the committee can handle three possible values.

Warca(i, j) =



0 if there is no arc from

node i to node j

0.5 if there is a strong arc from

node i to node j

1 if there is aweak arc from

node i to node j

(1)

For the latter, algorithms are weighted according to their
ability to bi-classify instances. So, during this task, we
consider committee members as classifiers rather than SL
algorithms. To do so, there are plenty of multi-criteria metrics,
in literature, such as accuracy, recall, precision, true negative
rate, etc.

Each one of those metrics treats a particular point of view
for evaluating a SL algorithm.

For instance, recall (2) measures the classifiers ability to
class positive instances as such and precision (3) measures its
ability to classify negative instances as such.



R =
TP

TP + FN
(2)

and
P =

TP

TP + FP
(3)

where TP (True Positives) = correctly identified instances,
FP (False Positives) = incorrectly identified instances and FN
(False Negatives) = incorrectly rejected instances.

In this work, we focused on the ability that the learnt
structure accepts all relevant solutions (class all positives as
such and negatives as such) and reject others.

For this reason, we use the F-measure (4), which is the
harmonic mean of specificity and sensitivity, to evaluate each
algorithms performance among a classification task vis-à-vis
the same training dataset.

F (a) =
2×R× P

R+ P
(4)

Furthermore, we use the f-measure to elaborate a weight
assignment formula (5).

Each algorithm ai from the committee A receives w weight
Walgo(ai) computed as follow:

Walgo(ai) =
(F (ai))

(
∑

( aj ∈ A)F (aj))
(5)

C. Fusion of Learnt Strctures

Having algorithms weights and arcs weights for each al-
gorithm, as input, it becomes possible to establish the partial
fusion matrix PF.

PF (i, j) =
∑
aj∈A

Walgo(ai)×Warcai(i, j) (6)

We considered this matrix as partial fusion matrix because
it may contain two different values of the same arc depending
on its directionality i.e. PF (i, j) ̸= PF (j, i) ̸= 0. For this
reason, we apply a directionality determination algorithm (1)
.

Algorithm 1 Directionality determination algorithm
1. input: PF matrix
2. n: the number of features
3. for each i = 1..n do
4. for each j = 1..i− 1do
5. if PF (i, j) ≥ PF (j, i) then
6. DPF (i, j)← PF (i, j) + PF (j, i)
7. else
8. DPF (j, i)← PF (i, j) + PF (j, i)
9. return: DPF matrix

The DPF matrix is triangular with no values on the diagonal.
It contains the mean of directed partial fusion matrix.

FM =
1

c
DPF (7)

Where c denotes the cardinality of committee members
ensemble. In our case, it is equal to five. We finalize the fusion
step by applying a thresholding to the final arcs.

We keep only the arcs whose weight is greater than
Walgo(as). Where as is the SL algorithm in the committee
with the highest weight.

IV. EXPERIMENTAL RESULTS

We tested our approach on several dataset with known
generated structure. We limited the number of instances to
100 for each dataset so that we can evaluate our methods
performance face to limited instances challenge.

We present results obtained when using ASIA dataset (8
attributes), HEART dataset (15 attributes) and INSURANCE
dataset (27 attributes). Table I shows the weights assigned to
each one of the committee members when executed on the
same dataset.

Algorithm Asia Heart Insurance
PC 0.1 0.16 0.10

Tabu Search 0.3 0.36 0.18
SA 0.2 0.08 0.18

CLT 0.2 0.16 0.29
MMHC 0.2 0.24 0.25

Table I
WEIGHTS OF COMMITTEE MEMBERS ACCORDING TO THE EACH DATASET.

We apply our approach on these datasets to find the final
structures. The learnt structures found by our method are
evaluated to the known structure.

To do so, we used a confusion matrix for each dataset where:
TP (True Positives) = arcs correctly accepted by our system
FP (False Positives) = arcs incorrectly accepted by our

system
FN (False Negatives) = arcs incorrectly rejected by our

system
We measure the Euclidian distance between the graph of

weighted fusion Gf and the known graph G0 following this
formula 8

Dist(Gf , G0) =
√

(t− TP )2 + FP 2 + FN2 (8)

where t is the number of arcs in G0.
We measure the same distance (8) between the graph of non

weighted fusion Gn and the known graph G0 : Dist(Gn, G0).
We apply this approach on the three benchmarks. For each
benchmark, we present the Euclidian Distance measures com-
puted between the known structure G0 and the learnt BN
Gf and the known structure G0 and the non-weighted learnt
structure Gn in Table II.

Asia Heart Insurance
Gf Gn Gf Gn Gf Gn

Dist(G0, .) 2 4 4.24 10 11.22 30.43
t 8 12 52

Table II
MEASURES OF DISTANCE BETWEEN THE KNOWN GRAPH AND LEARNT

GRAPHS



Table 2 shows the efficiency of using a weighted committee
SL in order to learn a close BN to the real one using a limited
number of instances in the training set.

V. CONCLUSIONS

The proposed approach showed its great performance when
applied to benchmarks. It is able to find a close approximation
to the real structure even when using a small training dataset.
As a future work, we opt to apply this approach on microarray
databases in order to identify regulatory relations between
key disease genes. We attempt to propose a better weighting
method either for algorithms or for arcs. When progressively
improved, our approach can lead to a useful assistance to
biologists for the quest of finding relations between genes
implied in a given disease.
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