
  

 

Abstract— In this paper, we propose novel methodologies for 

the automatic segmentation and recognition of multi-food 

images. The proposed methods implement the first modules of a 

carbohydrate counting and insulin advisory system for type 1 

diabetic patients. Initially the plate is segmented using 

pyramidal mean-shift filtering and a region growing algorithm. 

Then each of the resulted segments is described by both color 

and texture features and classified by a support vector machine 

into one of six different major food classes. Finally, a modified 

version of the Huang and Dom evaluation index was proposed, 

addressing the particular needs of the food segmentation 

problem. The experimental results prove the effectiveness of the 

proposed method achieving a segmentation accuracy of 88.5% 

and recognition rate equal to 87%. 

I. INTRODUCTION 

HE global spread of metabolic disorders such as obesity 

and diabetes has raised strong concerns and an urgent 

need for dietary intake monitoring and control systems. 

Conventional mobile applications for dietary advice usually 

involve a great amount of human interaction while they often 

introduce significant errors due to the inability of patients to 

assess accurately their food intake. Recently, the widespread 

use of smartphones with enhanced capabilities together with 

the recent advances in image analysis enabled the 

development of a new generation of automatic dietary 

assessment systems based on computer vision techniques. 

A typical computer vision based, dietary assessment 

system consists of four basic sub-modules: food 

segmentation, food recognition, volume estimation and 

nutritional analysis. In the current study, we propose two 

novel methods for the segmentation and recognition of 

multiple-food images as the first steps of a system providing 

automatic carbohydrate counting and prandial insulin bolus 

advice to Type 1 diabetic (T1D) patients (Fig. 1). 
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Prandial is the insulin dose used in order to cover the 

effect of a meal and is closely related to the carbohydrate 

(CHO) intake. Clinical studies have shown that in children 

and adolescents on intensive insulin therapy a ±20 g 

variation significantly impacts the postprandial glycaemia [1] 

leading potentially to severe long-term complications [2]. 

Furthermore, according to recent studies, a substantial 

number of adult T1D patients estimate prandial insulin needs 

inappropriately [3-4].  

II. RELATED WORKS 

Several dietary assessment systems have been proposed 

during the last 5 years including food segmentation and/or 

recognition modules, mainly for the prevention and treatment 

of obesity. 

For the segmentation of easily separated food items in a 

white plate, adaptive thresholding [5] and connected 

component analysis [6] have been used. In [7], food items 

were segmented by matching the Scale Invariant Feature 

Transform (SIFT) points of the image with a reference image 

dataset. Furthermore, densely multi-class classification was 

proposed for segmentation via the generation of saliency 

Segmentation and Recognition of Multi-Food Meal Images for 

Carbohydrate Counting 

Marios Anthimopoulos Member, IEEE, Joachim Dehais, Peter Diem and Stavroula Mougiakakou 

Member, IEEE 

T 

 
Fig. 1.  Architecture of the entire system aiming at carbohydrate counting 

for T1D patients. 
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maps [8]. In [9] food images were segmented using 

normalized cuts based on intensity and color. Finally, in [10] 

the detection of several candidate regions was proposed by 

fusing outputs of several region detectors including 

Felzenszwalb’s deformable part model (DPM) [11], a circle 

detector and the JSEG region segmentation [12]. 

Various feature sets and classification techniques have 

been used for the recognition of the already segmented food 

items. In [5], food items were described by simple color, 

size, texture, shape and context-based features. Average 

color values and Gabor features were used in [6] while in 

[7], food items were described by a bag of SIFT features. 

Furthermore, color neighborhood and maximum response 

features have been used within a bag-of-features model [8]. 

Bag-of SIFT and CSIFT features with spatial pyramid, 

histogram of oriented gradient, and Gabor filter responses 

were used in [10]. For the classification, Support Vector 

Machines (SVM) [6], [8], [10] Artificial Neural Networks 

[5] and Bayesian classifiers [7] are among the popular 

choices. 

In this work, we propose the use of mean-shift algorithm 

[13] for the food segmentation. Mean-shift has proved its 

superior performance in various segmentation applications 

having though a relatively high computational cost. To this 

end, we adopt a pyramidal approach which reduces 

substantially the computational cost and together with the 

proposed LAB-based color distance achieves both accuracy 

and efficiency. An index for the food segmentation 

evaluation is also proposed. For the recognition, the 

complementary information from learned color histograms 

and Local Binary Patterns provide an informative description 

that lead to high recognition rates. 

III. PROPOSED METHODS 

The proposed system consists of two distinct modules for 

segmentation and recognition. The input of the system is a 

picture of a served meal on a circular plate (Fig. 2a) whereas 

the output is a map with specific label codes for the 

background and the different food classes (Fig. 2b). 

A. Food Segmentation 

The food segmentation algorithm is based on color 

information and consists of five main steps: CIELAB 

conversion, pyramidal mean-shift filtering, region growing, 

region merging, and plate detection/background subtraction. 

1) CIELAB conversion 

Initially, the input image is converted to the perceptually 

uniform CIELAB color space. The Euclidean distance 

between two colors in CIELAB is considered more 

representative of their visual color difference. Moreover, the 

separate lightness channel (L) provides useful properties as 

explained later. 

2) Pyramidal mean-shift filtering 

Mean-shift is an iterative algorithm for feature space 

cluster analysis which has been applied with great success to 

image segmentation [13]. For the image segmentation 

problem we consider as feature space, the joint space-color 

hyperspace of five dimensions consisting of the two spatial 

coordinates (X, Y) and the three color channels (L, A, B). 

The algorithm consists of three iterating steps: 

1. At every pixel  L, A, BX, YP )]( ),[( of the image, a 

neighborhood is defined in the hyperspace by the points: 
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and sth , cth are parameters experimentally estimated. 

2. Mean vector  P  is calculated over the neighborhood. 

3.  P  is used as center point of the next iteration. 

The algorithm iterates until a certain number of iterations 

is reached or the shift of the center point becomes very low. 

After finishing the iterations, the starting pixel gets the final 

mean color. The distance of (2) was chosen instead of the 

Euclidean in order to reduce the significance of lightness and 

eliminate the shadow effect. 

In order to enhance the method’s efficiency, a Gaussian 

pyramid is constructed with four levels, and the algorithm is 

applied on the smallest scale first. After that, the results are 

propagated to the larger scale and the iterations are run again 

only on pixels with a color distance more than cth from at 

least one neighbor. 

After filtering, the fine-grain texture is smoothed without 

losing though the dominant color edges (Fig. 3a). Hence, 

pixels of the same segment ideally have similar colors and 

distinguishable from the rest of the segments. If the previous 

assumption is true then a region growing algorithm could 

grow any seed pixel to the entire area of the corresponding 

segment. 

3) Region Growing 

The proposed region growing algorithm chooses seeds 

randomly from the pixels which have not been assigned yet 

to any segments, and expands them to all directions when the 

color distance (2) of a neighboring pixel is less than 0.6*cth 

from the average segment color. After region growing the 

initial segmentation is produced (Fig. 3b). However, many of 

the produced segments are too small and assuming there is a 

minimum size of food item we can proceed with a region 
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Fig. 2. (a)The system’s input and (b) the desirable output. 



  

merging step.   

4) Region Merging 

In this step, every region with an area lower than a 

threshold ath is merged with the adjacent segment with the 

minimum color distance (2). The final segmentation result is 

presented in Fig. 3c. After merging the small regions, some 

food items may remain over-segmented. However, they will 

be automatically merged after recognition (Fig. 3d). 

5) Plate Detection/Background subtraction 

Before proceeding to the recognition stage the system 

should specify which of the produced segments correspond 

to food items by discarding the background segments. To 

this end, we locate the plate in the image by using an ellipse 

detector. An edge map is created, edge components with less 

than 16 pixels are discarded and then the RANSAC 

paradigm [14] is applied given the ellipse-generating 

property of single components. Each segment with more than 

10% of its area outside the ellipse is considered background. 

Furthermore, each of the remaining segments that shares 

borders with the background for more than 10% of its 

contour’s length is labeled as plate region and it is also 

discarded. 

B. Food Recognition 

The recognition module consists of two stages: description 

and classification. In this study we use color and texture 

feature sets for the food description and both sets are 

histogram-based so they can be easily computed regardless 

the segment’s shape, and normalized based on its size. 

As for color features, the histogram of the 1024 most 

dominant food colors was used. To this end, a hierarchical 

version of the k-means [15] algorithm is applied to cluster 

the color space created by the training set of food images. 

Thus, the centers of the generated clusters represent the 

considered dominant colors. The hierarchical k-means was 

chosen instead of the original k-means for the sake of 

efficiency during the calculation of features.  

For texture features the Local Binary Pattern (LBP) 

operator was used [16]. The LBP operator consists of a 3x3 

kernel where the centre pixel is used as a threshold. Then the 

eight binarized neighbors are multiplied by the respective 

binomial weight producing an integer in the range [0-255]. 

Each of the 256 different 8-bit integers is considered to 

represent a unique texture pattern. Thus, the LBP histogram 

values of an image region describe its texture structure.  

After combining color and texture features, a vector of 

1280 dimensions is created and fed to a non-linear SVM 

with a Radial Basis Function (RBF) kernel that will assign to 

the segment one of six predefined food classes. 

IV. EXPERIMENTAL RESULTS 

The performance of the two proposed modules was 

evaluated separately since testing the food segmentation 

needs images with multiple foods served on a plate whereas 

recognition requires a huge amount of images without any 

restriction on the food serving. 

A. Segmentation 

The segmentation dataset consists of 65 images captured 

with various cameras by the authors and annotated manually 

for the creation of a ground truth map (Fig. 2b). For the 

evaluation of the food segmentation algorithm, we propose a 

metric similar to the Huang and Dom index (HDI) [17]. Let 

},...,,{= 21 mSSSS and },...,,{= 21 nTTTT  be two 

segmentations, where Si/Ti is the set of pixels in region i from 

segmentation S/T and m, n are the number of segments in S 

and T, respectively. The normalized directional index is 

defined as: 
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HDI is defined as the arithmetic mean of the two reverse 

normalized indices and although it has been reported as the 

most objective measure for supervised evaluation of image 

segmentation [18] it still presents one drawback. The use of 

the simple arithmetic mean cannot capture the imbalance 

between the two reverse normalized indices, which is an 

indication of a bad segmentation result. To this end, we 

propose the use of the harmonic mean instead of the 

arithmetic: 
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Finally, we propose the exclusion of background segments 

from the computation of the indices (3). Hence, the result 

becomes independent from the size of the background area 

while the performance of the background detection method is 

incorporated in the evaluation procedure. 

Table I presents the overall results of the different 
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(c)                                                  (d) 

Fig. 3. The processing stages of the proposed system for the image of Figure 

2a. (a) mean-shift filtering result, (b) region growing result, (c) region merging 

result, (d) recognition result. 



  

segmentation variants together with the average 

computational time per image. The results prove the ability 

of the LAB-based color distance to deal with irregular 

lighting conditions and justify the choice of the pyramidal 

filtering for reducing the computational cost while further 

improving the system’s accuracy. Based on HSI (4), the 

optimal system thresholds were estimated: cth = 11, sth = 

plate_radius/5, ath = image_area/50. The proposed 

segmentation method incorporates parts of the OpenCV 

source code [19]. 

B. Recognition 

For training and testing the food recognition stage more 

than 5000 food images were gathered from the web and 

manually annotated. The dataset’s annotation allowed the 

creation of a new dataset of over 13000 image patches 

belonging to the six major classes of international food: 

meat, breaded food, rice, pasta, potatoes and vegetables. 

Using the latter dataset and a 10-fold cross-validation model, 

the system’s accuracy was estimated in the order of 87% and 

the corresponding confusion matrix was computed (Fig. 4). 

The results prove the effectiveness of the proposed method 

in recognizing food types with relatively distinct color and 

texture like breaded food, vegetables and meat. On the other 

hand, distinguishing between pasta, potatoes and rice seems 

more challenging mainly due to color similarity between the 

first two and the use of similar dressings for pasta and rice. 

V. CONCLUSION 

In this study, we propose a system for the automatic 

segmentation and recognition of multi-food images towards 

CHO counting for T1D patients. The provided results prove 

the effectiveness of the methods despite the challenges of the 

problem. As future work, we plan to increase the number of 

food classes and enhance the segmentation algorithm by 

exploiting additional texture features and depth information. 
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Fig. 4. Confusion matrix of the proposed classification algorithm for the 

classification of six food classes (Br = breaded food, Ve = vegetables, Me = 

meat, Pa = pasta, Po = potatoes, Ri = rice). 

TABLE I 

SEGMENTATION ACCURACY RESULTS 

Method HSI Secs/image 

RGB/No-pyramid/Euclid. color dist 0.705 11 

LAB/No-pyramid/ Euclid. color dist 0.769 8 

LAB/No-pyramid/Proposed dist (2) 0.875 13 

LAB/Pyramid/Proposed dist (2) 0.885 2.8 

 

 

 

 

 

 

 

 

 

 

 

Based on this we estimated the optimal thresholds of the 

system: cth = 11, sth = plate_radius/15, ath = 

image_area/50. Based on this we estimated the optimal 

thresholds of the system: cth = 11, sth = plate_radius/15, ath 

= image_area/50. 


