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Abstract— Chronic care of diabetes comes with large 
amounts of data concerning the self- and clinical management 
of the disease. In this paper, we propose to treat that 
information from two different perspectives. Firstly, a 
predictive model of short-term glucose homeostasis relying on 
machine learning is presented with the aim of preventing 
hypoglycemic events and prolonged hyperglycemia on a daily 
basis. Second, data mining approaches are proposed as a tool 
for explaining and predicting the long-term glucose control and 
the incidence of diabetic complications.  

I. INTRODUCTION 

IABETES is a chronic disorder of the glucose-insulin 
metabolism characterized mainly by high blood glucose 

concentrations. This condition, known as hyperglycemia, is 
associated with long-term microvascular and macrovascular 
complications, which have a great impact on the health-
related quality of life of diabetic individuals [1]. On the 
other hand, one of the most important short-term adverse 
effects of insulin therapy is hypoglycemia which prevention, 
especially during night, is considered paramount [2]. The 
care of both type 1 and type 2 diabetes takes place (i) at 
home where patient should properly administer medical and 
lifestyle parameters to control his glucose avoiding 
hypoglycemia and (ii) in hospital where physician should 
prescribe the best therapy scheme for controlling both 
diabetes and its complications.  

The literature suggests that predictive modeling of 
glucose metabolism based on self-monitoring data has the 
potential to contribute to a more safe therapy scheme 
reducing the risk of hypoglycemia [3]. In particular, the 
technological progress in continuous glucose monitoring 
(CGM) has enabled the accurate short-term (up to 60 min) 
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prediction of subcutaneous (s.c.) glucose concentration 
through the application of both linear [4]-[6] and non-linear 
data driven approaches [7]-[10]. It has been demonstrated 
that the inclusion of information on meals, insulin therapy 
and physical activity allows for improved accuracy [8]-[10] 
when compared to the autoregressive analysis of the glucose 
time series. In [11], the fusion of real-time adaptive models 
(recurrent neural networks and autoregressive models) 
resulted in 100% prediction accuracy of hypoglycemic 
events with 16.7 min time lag and 0.8 daily false alarms. 
Moreover, in [12] the problem of hypoglycemic event 
prediction was handled differently for nocturnal and diurnal 
periods as regards input variables. 

The chronic nature of diabetes results also in massive 
amounts of clinical healthcare data. A recent review on data 
mining technologies for diabetes [13] highlighted their value 
mainly in (i) interpreting and predicting the long-term 
glycemic status of the patients and (ii) identifying important 
predictors of glucose control and diabetic complications. For 
instance, Breault et al. [14] employed a classification and 
regression tree (CART) to predict a binary target variable of 
HbA1c>9.5, while, in [15], CART was applied for the 
identification of risk factors for type 2 diabetes vascular 
complications. It is recognized that the outcomes of the 
current research studies are limited to the dataset used; 
however, they lead to better understanding of diabetes. 

In this paper, we propose the (i) the short-term prediction 
of glucose concentration for providing patients advanced 
knowledge of hypoglycemia or hyperglycemia on a daily 
basis and (ii) the mining of long-term clinical diabetes data 
for the extraction of new knowledge and the provision of 
support to physicians in decision making about treatment 
and risk of complications. 

II. SHORT-TERM PREDICTIVE MODELING OF GLUCOSE 

CONCENTRATION 

A. A machine learning approach 

The s.c. glucose concentration at time t l , assuming that 
t is the time at which the prediction is made and l is the 
prediction horizon, is predicted by a non-linear function 

: df    of the form: 

    , Tf x w x b  

where w is an M-dimensional weight vector, b is the bias 
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parameter,   is a vector of M fixed non-linear basis 

functions and dx  is the input vector. In our study, the 
function f is built using two kernel based algorithms i.e. 
support vector regression (SVR) or Gaussian processes (GP) 
regression [16].  

The input x is comprised of six (6) input variables ,ix  

1, ,6 i  each one of which is described as follows: 

1.       30 ,..., 5 ,    gl t gl t gl t : s.c. glucose 

measurements within the last 30 min. 

2.      30 ,..., 5 ,       Ra t l Ra t l Ra t l : rate 

of meal glucose appearance [17] of within the last 
30 min with respect to the time of prediction t l . 

3.      30 ,..., 5 ,      p p pI t l I t l I t l : plasma 

insulin concentration [18] within the last 30 min 
with respect to t l . 

4.      80 ,..., 10 ,SRa t l SRa t l SRa t l        :  

meal-derived glucose inserted in plasma, with 
respect to t l , calculated cumulatively every 10 
min over the last 90 min 

where     
 80 10

90

8 10
t l i

t l

SRa t l i Ra



  

  

      

for 0, ,8i   . 

5.      170 ,..., 10 ,SEE t SEE t SEE t     : energy 

expenditure calculated cumulatively every 10 min 
over the last three (3) hrs where 

    
 170 10

180

17 10
t i

t

SEE t i EE



 

 

     for 

0, ,17i   . The term EE expresses the 

instantaneous energy expenditure provided by the 
SenseWear Armband. 

6. h: hour of day identifying the 24 hourly intervals 
within a day. 

B. Support Vector Regression 

The SVR prediction of glucose concentration for a new 
point x is: 

   *

1

( ) , ,
N

i
i i

i

f x a a k x x b


    

where ,i ia a  are the Lagrange multipliers, k is a Gaussian 

RBF kernel function and xi with 1, ,i N   the training set. 

The hyper parameters C, ε and the kernel parameter γ were 
individually optimized using the Differential Evolution 
algorithm in which the objective function was defined as the 
average RMSE of the 10-fold cross validation [10]. 

C. Gaussian Processes 

The prediction for a new point x by GP is a Gaussian 
distribution with mean and covariance given by: 

       2 1 1

1

, , , ,
N

i T
i

i

m x a k x x x k x x C    



     

where k is an  exponential quadratic kernel, C is the 

covariance matrix, the vector κ has elements  ,ik x x  for 

1, ,i N  , ia  is the ith component of the 1C t  , 1  is the 

noise precision and t is the target vector. The 
hyperparameters of GP (i.e. kernel parameters and β) are 
learnt for each patient separately through the minimization 
of the negative log likelihood function using the standard 
form for a multivariate Gaussian distribution. 

D. Dataset 

The dataset is comprised of 15 type 1 diabetic patients 
following multiple-dose insulin therapy and who were 
monitored under free living conditions within the European-
Union co-funded research project METABO [10]. Patients 
were equipped with the Guardian Real-Time CGM system 
(Medtronic Minimed Inc.) and the SenseWear Armband 
(BodyMedia Inc.) wearable physical activity monitor and 
they were also recording information on food intake and 
insulin regime on a daily basis. The characteristics of that 
dataset are described in our previous study [10]. 

E. Results 

The predictive performance of both SVR and GP 
techniques is evaluated by applying 10-fold cross validation 
individually for each patient. Table 1 reports the average 
value and the standard deviation of the RMSE and 
correlation coefficient r accompanying 30-min and 60-min 
predictions, as well as the percentages of the successful 
hypoglycemic (≤70 mg/dl) and hyperglycemic (≥180 mg/dl) 
predictions. It can be seen that both regression techniques 
produce an average prediction error less than 10 mg/dl and a 
degree of correlation close to 1 for all horizons. Moreover, 
in critical glucose ranges, hyperglycemic values are 
predicted with higher accuracy than hypoglycemic ones. 
Figs. 1 and 2 show the actual vs. the predicted daily glucose 
profile of a patient for 30-min and 60-min horizon, 
respectively.  

III. DATA MINING OF LONG TERM CLINICAL DATA 

Data mining techniques are a valuable asset to the 
development of intelligent tools that support clinical 
decision making. Diabetes clinical data that we have at our 
disposal concern 100 patients who were monitored for at 
least 5 years. In particular, information on the blood glucose 
control, the combination therapy, the clinical and laboratory 
tests, and the medical surveillance of diabetic complications 
was recorded. Besides, enhancing the procedure of 
interpreting a patient’s status, the exploitation of that 
information will eventually provide new knowledge 



  

regarding the correlations between therapy, glucose control 
and complications. Moreover, as a step towards customized 
diabetes care, the long-term prediction of a patient's 
response to a therapy is investigated. 

In particular, the proposed analysis advances the current 
clinical practice in the care of patients with diabetes as 
regards the following procedures: 
- Interpretation of the status of diabetic patients by 
identifying patterns between the treatment regimen, the 
glucose levels and the results of clinical and laboratory tests 
for each patient. Given the sequential nature of diabetes 
data, association analysis techniques (i.e. Apriori) able to 
handle both co-occurrence and dynamic relationships are 
utilized. 
- Extraction of new medical knowledge concerning the 
correlation and similarity of anthropometric, metabolic and 
biological parameters, whose role involved in the clinical 
manifestations and complications of diabetes. For this 
purpose, suitable clustering techniques are examined that 
may reveal significant similarities among patients.  
- Individualization of the treatment regimen evaluating 
and predicting the response of a patient in the current and a 
new treatment, respectively, so that every patient achieves 
his personal glycemic goals. By classifying patients into 
classes which allow the indirect assessment of the 
effectiveness of previous treatments or the prediction of a 
patient's response (i.e. the prediction of HbA1c) to new 
treatments, the efficacy of a therapy scheme may be 

examined. In this direction, the risk of developing a diabetic 
complication is tested using classification approaches. 

This overall analysis will directly promote research on the 
treatment of the disease and especially the personalization / 
adaptation of both the treatment itself and the goals for 
controlling glycemia and the complications of diabetes. 

IV. DISCUSSION AND CONCLUSION 

In this study, we proposed the intelligent analysis of 
short- and long-term diabetes data with the aim of enhancing 
both daily and clinical care of the disease. We focused on 
the (i) prediction of s.c. glucose concentration by presenting 
an already evaluated machine learning regression approach 
and (ii) on the extraction of new medical knowledge from 
clinical diabetes data. 

Predictive modeling of glucose response to various 
environmental stimuli is expected to result in the prevention 
of hypoglycemic events and of prolonged postprandial 
hyperglycemic excursions on a daily basis. The CGM signal 
itself is indeed the most important predictor but its auto-
correlation function vanishes at about 30 min and thus 
allows only for short-term predictions of low accuracy [4]-
[7]. The literature suggests the use of multivariate datasets 
for capturing the implicit or explicit effect of patient’s 
contextual information on the regulation of glucose [8]-[12]. 
Moreover, data-driven techniques that may accurately 
approximate both linear and non-linear functions of the 
input variables, while exhibiting a very good generalization 
performance, are preferred [8]-[12]. The results of the 
present study demonstrated that both SVR and GP kernel-
based techniques may produce individualized glucose 
models of high prediction accuracy in both normal and 
critical glucose ranges, when inputted with the selected 
input. The comprehensive evaluation of these techniques 
with respect to hypoglycemia, which has recently been 
presented in [12], showed that the method’s sensitivity to 
nocturnal hypoglycemic events increases when additional 
variables accounting for recurrent hypoglycemia due to 
antecedent hypoglycemia, exercise and sleep are utilized. 

Moreover, the use of data mining techniques is becoming 

TABLE I 
AVERAGE PREDICTION ACCURACY OF THE SVR AND GP TECHNIQUES  

 

Prediction Horizon 
30  min 60 min 

RMSE r 
% 

Hypo 
% 

Hyper 
RMSE r 

% 
Hypo 

% 
Hyper 

SVR 
6.03 

(1.67) 
0.99 

(0.00) 
87% 96% 

7.14 
(1.84) 

0.99 
(0.01) 

83% 94% 

GP 
6.36 

(4.49) 
0.99 

(0.03) 
88% 95% 

8.64 
(8.95) 

0.96 
(0.10) 

85% 88% 

The value in parenthesis indicate the standard deviation. The RMSE is 
expressed in mg/dl. 

 
Fig. 1.  Predicted vs measured s.c. glucose concentration of a typical subject during one day for 30-min horizon based on (a) SVR and (b) GP. 



  

more prominent in the field of diabetes [13]. We proposed 
the provision of an integrated set of intelligent tools that 
facilitate the interpretation of the metabolic status of 
patients, the extraction of new medical knowledge and 
eventually the personalization of the treatment. These tools 
are based on the application of association analysis, 
clustering and machine-learning techniques for classification 
or regression on the large amounts of data resulting from the 
long-term clinical monitoring of diabetic patients. Firstly, 
the simultaneous analysis of a variety of medical, clinical 
and laboratory data and the creation of links between them 
helps to extract the additional information that cannot be 
acquired though an isolation process. In addition, the 
identification of groups of patients with high similarity 
between the studied parameters as well as the prediction of 
the long-term glycemic status contributes to a better 
treatment and thus evolution of the disease. 

Concluding, the large amounts of data coming from the 
self-monitoring and the clinical monitoring of diabetes may 
reveal new knowledge about its short-term and long-term 
course, respectively. The capabilities of machine learning 
regression techniques and of data mining suggest promising 
future research direction in the field of diabetes. 
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Fig. 2.  Predicted vs measured s.c. glucose concentration of a typical subject during one day for 60-min horizon based on (a) SVR and (b) GP. 


