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Abstract—Breasts are composed of a mixture of fibrous and
glandular tissue as well as adipose tissue and breast density
describes the prevalence of fibroglandular tissue as it appears
on a mammogram. Over the past few years, evaluation and
reporting of breast density as it appears on mammograms has
received a lot of attention because it impacts one’s risk of
developing breast cancer but also the capability of detecting
breast cancer on mammograms. In addition, mammography
fails in the identification of breast cancer in almost half of the
women with dense breasts. Different image analysis methods
have been investigated for automatic breast density classifica-
tion. The presented method investigates the use of Amplitude-
Modulation Frequency-Modulation (AM-FM) multi-scale feature
sets for characterization of breast density as the first step in the
development of a density specific Computer Aided Detection Sys-
tem. AM-FM decompositions use different scales and bandpass
filters to extract the instantaneous frequencies (IF), instantaneous
amplitude (IA) and instantaneous phase (IP) components from
an image. Normalized histograms of the maximum IA across all
frequencies and scales are used to model the different breast
density classes. Classification of a new mammogram into one of
the breast density classes is achieved using the k-nearest neighbor
method with £ =5 and the euclidean distance metric. The method
is evaluated on the Medical Image Analysis Society (MIAS)
mammographic database and the results are presented. The
presented method allows breast density classification accuracy
reaching over 84%. Future work will involve a new AM-FM
methodology approach based on adaptive filterbank design and
performance index decision.

I. INTRODUCTION

Mammography has been the modality of choice for breast
cancer screening for the early detection of breast cancer.
Mammographic breast density refers to the amount of fibrog-
landular tissue in the breast, as it appears on a mammogram,
first reported by Wolfe in 1976 [1]. Breast density is a most
important risk factor that has received a lot of attention also
in the legislation [2] as it may be deemed necessary to report
to women their breast density so that they can make more
informed decisions regarding their breast health. Breast density
has not only been shown to be one of the most important
risks for developing breast cancer [3], [4], [5], but it also
impacts the ability of the detection of breast cancer by masking
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abnormalities. Better understanding of breast density and how
it corresponds to a significant increase of breast cancer risk
have led to the need of breast density assessment and use of the
information for supplementary screening using other imaging
techniques such as whole-breast ultrasound (US), [6], [7]. For
women with dense breasts adjunct imaging such as US, breast
Magnetic Resonance Imaging (MRI) and tomosynthesis can be
used in addition to x-ray mammography for increased breast
cancer detection sensitivity.

There is a number of different qualitative methods for
breast density assessment, such as the Wolfe [1], the Six
Class Category [4] and the Tabar classification [8]. Following
Wolfe’s mammographic breast parenchymal density catego-
rization [1], the American College of Radiology proposed the
Breast Imaging Reporting and Data System (BI-RADS) [9]
mammographic parenchymal density classification.

Mammographic breast density is usually assessed by visual
inspection by the radiologist. However, there is great inter- and
intra- observer variability reported for both experienced and
inexperienced readers [10],[11]. Lobbes et al. [10] reported a
classification accuracy of under 60% for BI-RADS breast den-
sity classification for the experienced readers who tended to
overestimated the density class whilst the inexperienced read-
ers presented an even lower classification accuracy. The paper
also reported moderate agreement between visual inspection
and classification using semi-automated methods. Sukha et
al. [11] reported that experienced readers showed higher
inter-observer variability for two different visual assessment
breast density methods with the greatest difference reported
for the mammograms of mixed adipose-glandular appearance.
Mammographic breast density is a powerful breast cancer risk
factor that has considerable potential in risk stratification and
in monitoring the effects of interventions in risk alteration. Yet,
the need still exists to develop objective methods that provide
precise, simple and reproducible density measures to achieve
this [5].

Different computer aided techniques and methodologies
have been developed for more objective and reproducible
mammographic breast parenchymal density evaluation and
classification. The method proposed by Byng et al. [12] that
uses interactive thresholding of image intensity to segment the
dense tissue as it appears on the mammograms, is the most
widely used semi-automatic breast density classification. The
method uses the percentage of the segmented region to estab-
lish the dense classification and is implemented in Cumulus”
software. More recently Volpara’” which uses a relative -
rather than an absolute - physics model which reduces the
need for accurate imaging physics data [13] provides objective



volumetric assessment of breast tissue density.

As breast density is evaluated on the 2D projection of the
breast on the mammogram, and there is a number of factors
that result in significant intensity variation in mammograms,
a number of breast density classification methods have used
different texture based features for density classification. One
of the first works for breast density segmentation and classifi-
cation was by Miller and Astley [14] who investigated texture-
based discrimination between fatty and dense breast types
applying granulometric techniques and Laws texture masks.
Petroudi et al. [15] proposed a scheme that uses statistical
based texton models to capture the mammographic appearance
within the breast area. Kallenberg et al. [16] developed a
breast density segmentation algorithm using a set of different
features with information about location, intensity, texture and
global context with a neural network for pixel classification
intensity. Chen et al. [17] used topographic representation
obtained using level sets with saliency and independency to
detect shapes of interest and create a density map from where
different features are extracted for breast density classification.
Classification accuracy was over 76.01%. Most recently, Li
et al. [18] have shown that texture features alone retain
information for the assessment of breast cancer risk that is
distinct from image intensity.

Amplitude-Modulation Frequency-Modulation (AM-FM)
decompositions provide physically meaningful image texture
measurements as they can capture local (instantaneous) vari-
ations in amplitude, frequency, and phase [19]. Significant
texture variations are well represented in the frequency com-
ponents. By using AM-FM components from different scales,
one can produce multiscale features at pixel-level resolutions.
Over the past decade, AM-FM has been used in different
medical image applications including CAD systems, a review
of which can be found in [20]. Maragos et al. [21] presented
an application for ultrasound spectroscopy where Doppler
ultrasound resolution was improved using AM-FM models.
Multiscale AM-FM methods were applied to electromyo-
graphic signals [22], ultrasound images of the carotid artery
[23], and other applications with very good results.

This paper investigates the development of an automatic
mammographic breast density classification based on texture
representation using multi-scale AM-FM models.

II. METHOD

For breast density characterization the mammograms are
pre-processed and normalized as in [15] and the mammo-
graphic breast region is segmented. Following, different AM-
FM features are evaluated on the segmented breast region.
Each segmented breast region is then represented by a nor-
malized histogram of the evaluated AM-FM features. The k-
nearest neighbor (k-NN) method is used to classify mammo-
grams to the corresponding density class with the leave one
out cross-validation method.

AM-FM methods provide a way to model non-stationary
image contents as a series of AM-FM component images in
terms of amplitude and phase functions. Let

n=M
I(x,y) = Z an(x,y) cos(@a(x,y)) (1)

n=1
be the form of the AM-FM expansion where I(.) is the
input image, a,(x,y)cos(n@(x,y)) the collection of M AM-
FM component signals used to model the essential image
modulation structure [19], and n = 1,2,...,M denote the dif-
ferent frequency scales. Each scale is defined in terms of
a collection of bandpass filters that share similar magnitude
range. Frequency-modulated (FM) components cos(,(x,y))
are used to capture the fast-changing variability in image
intensity [19]. a,(x,y) denote the instantaneous amplitude
(TIA) functions, and ¢,(x,y) denote the instantaneous phase
functions (IP). The instantaneous frequency (IF) functions

V@, (x,y) are defined in terms of the phase gradient:
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Each frequency scale n is defined in terms of a collection
of bandpass filters that share similar magnitude range.

There are different AM-FM demodulation methods that
can be used for the estimation of the different AM-FM
components: IA, IP and IF. For the work presented here
AM-FM demodulation is based on the multi-scale approach
introduced by Murray et al. [19]. However, instead of using
flat passband filters, in our application, we consider a six-scale
Gabor filterbank that sample 8 orientations (see Fig. 1).

To summarize the method, given the real input image I(x,y)
the 2-D extended analytic signal associated with I(x,y) is
computed as follows:

IAS(xvy) :I(xay)+JH2d[I(x7y)] (3)

where H,,; denotes the 2 — D extension of the 1 — D Hilbert
transform operator [19]. The resulting 45 is processed through
filterbank. For each bandpass filter output I4s,, it is possible
to estimate the IA, and the IP using:

an (x?y) ~ |IASn (x’y)| (4)

mg(b«s<W>>> 5)

. (x,y) & arctan
P (x,y) (reaZ(IAs,,(x,y))

For computing the AM-FM decomposition, the filterbank
is based on the Gabor filterbank using eight orientations and
six different scales [24]. Image characterization is achieved
using the maximum IA component from Dominant Compo-
nent Analysis (DCA). The maximum evaluated IA across all
frequencies and scales is used to characterize each pixel in the
breast region and the 256 bin normalized histogram (pdf) of
the estimated maximum IA is used to characterize each image.
Over all image scales, at all image pixels, DCA constructs
an AM-FM image representation, by using AM-FM estimates
from the channel with the maximum instantaneous amplitude
response.
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Fig. 1. Breast density classification presented methodology.

Mammographic breast density classification is achieved
using the k-NN method with k = 5. Different values of k
ranging from k=1 to k =7 where evaluated and as k=5 and
k =7 resulted to the same lowest error rate, k = 5 was chosen.
Despite k-NN being a quite simple classification method - it
works by finding the k closest training points according to
some metric and using majority vote to assign the instance
to a class - it works quite well. k-NN is evaluated using Eu-
clidean distance. The method is developed and quantitatively
evaluated using the Medical Image Analysis Society (MIAS)
mammogram database [25]. The MIAS database contains 161
cases and thus 322 mammograms. It also provides breast
density classification as the mammograms in the database
are classified to three different density classes, fatty, fatty-
glandular and dense glandular. Thus for the purposes of this
work, the mammograms are automatically classified to one of
these three classes. The performance of the presented method
is evaluated using the leave one out validation model on
the normalized histograms of the presented AM-FM texture
features - actually two and not one mammograms are left out
when both mammograms of a woman in the MIAS database
belong to the same density class.

III. RESULTS

The algorithm is evaluated on a set of mammograms from
the MIAS mammographic database [25]. However, as the
database includes not only normal mammograms but also
cases where there are abnormalities present and there is a
different representation of the three classes in the database,
only 62 mammograms are chosen per density class. The
classification accuracy using kNN on the different density
classes is shown in Table I. The agreement with the density

TABLE I
CLASSIFICATION ACCURACY RESULTS FOR THE MIAS BREAST DENSITY
CHARACTERIZATION USING KNN CLASSIFIER WITH AM-FM TEXTURE
FEATURES

MIAS Density Classification | Accuracy%
Fatty 81.25%
Fatty-Glandular 83.87%
Dense-Glandular 86.49%
All Density Classes 84.00%

annotations provided with the MIAS database when all the
mammograms from all different classes are used for classifi-
cation was 84.00%. Accuracy is calculated as the percentage
of correctly classified mammograms in a breast parenchymal
density category over the ground truth total number of mam-
mograms in that category.

IV. DISCUSSION

This paper presents an initial investigation of the use of
AM-FM texture features for the automatic classification of
mammograms on breast parenchymal density classes. The
classification accuracy using only IA reaches over 84%. His-
tograms of IA and IF have been effectively used for content-
based image retrieval using short feature vectors [26] and the
achieved classification testifies to this. For the work presented
here only the IA component has been investigated. The com-
paratively high classification accuracy can be attributed to
the fact that AM-FM decompositions provide for physically
meaningful texture measurements [26] over multiple scales,
at a pixel-level resolution. The work presented here used the
more classical Gabor Filterbank for decomposition. Depending
on the application different AM-FM decompositions using
different frequency coverage can provide for higher breast
density classification, as does the incorporation of IF and IP.

The presented method compares favorably with other meth-
ods presented in the literature. Petroudi et al. [15] evalu-
ated texton histograms using chi-square distance achieved a
classification accuracy of 76% but on a different database.
It should be noted that recently Liasis et al. [27] achieved
a classification accuracy of 93%. However, this resulted as
a combination of different texture features - textons, Local
Binary Patterns (LBP) and Scale-Invariant Feature Transform
(SIFT) - using a Support Vector Machine (SVM) classifier.
The SVM classification accuracy was much lower when each
feature set was evaluated separately, where LBP reached
a classification accuracy of 82.7%. Also, that method was
more computationally expensive. Chen et al. [17] achieved
a classification density of 76% on the MIAS database with
BI-RADS classification using a topographic representation,
saliency and shape. Oliver et al. [28] extracted morphological
and texture features from the segmented breast areas and used
a Bayesian combination of a number of classifiers, but also
achieved 84% accuracy for BI-RADS classification on the
same dataset.



The classification accuracy achieved here warrants further
investigation of AM-FM texture features for establishing a best
feature selection for each density class.

V. CONCLUSION

This paper presents an investigation of the use of AM-
FM texture features for the characterization of mammographic
parenchymal density. The method builds on the AM-FM
demodulation method presented in [19]. The normalized his-
togram of the maximum IA across all frequencies and scales is
used to characterize the breast density for each mammogram.
Classification is achieved by comparing the corresponding
distribution to the rest using kNN and Euclidean distance.
The achieved results - a classification accuracy of 84% on
the MIAS [25] database- are quite promising, especially when
one takes into account that only the normalized histogram of
the maximum IA component estimated for each pixel was
used. Further evaluation using additional features, different
filterbanks as well as different demodulation methods can
result in higher classification rates, and these will form the
basis of future work.
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