
  

  

Abstract— The ear, as a biometric, has been given less 
attention, compared to other biometrics such as fingerprint, 
face and iris.  Since it is a relatively new biometric, no 
commercial applications involving ear recognition are 
available.  Intensive research in this field is thus required to 
determine the feasibility of this biometric. In medical field, 
especially in case of accidents and death, where face of patients 
cannot be recognized, the use of ear can be helpful. In this 
work, yet another method of recognizing people through their 
ears is presented. Local Binary Patterns (LBP) is used as 
features and the results are compared with that of Principal 
Components Analysis (PCA). LBP has a high discriminative 
power, tolerance against global illumination changes and low 
computational load. Experiments were done on the Indian 
Institute of Technology (IIT) Delhi ear image database and 
results show that LBP yields a recognition rate of 93 % while 
PCA gives only 85 %. 
  

INTRODUCTION 
The increasing demand of robust security system has led to 
intensive research in biometrics.  Biometric refers “to 
identifying an individual based on his or her distinguishing 
characteristics” [1]. Biometric traits are often classified as 
physiological or behavioral traits. Physiological 
characteristics are related to the shape of the body. 
Examples include, but are not limited to fingerprint, face, 
iris, hand geometry, palm print, retina and DNA. Behavioral 
characteristics are related to the behavior of a person, 
including but not limited to: Keystrokes, signature, gait, and 
voice. 
 
Traditional methods, used to secure valuables and 
confidential information, include passwords, access cards, 
PIN codes, credit cards, keys and tokens. These methods 
however, are not very secure as they are easily transferable 
and quite easily obtained by any third parties who want 
unauthorized access to valuables and information [2].  
Biometric-based methods easily deal with these problems 
since users are identified by who they are, not by something 
they have to remember or carry with them [3]. Biometric 
traits are more difficult to forge, copy, share, misplace or 
guess [4]. A biometric system requires the person being 
authenticated to be present at the time and point of 
authentication. Along with the rapid growing of this 
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emerging technology, the system performance, such as 
accuracy and speed, is continuously improved.  
 
Each biometric has its advantages and disadvantages.  No 
single biometric is suitable for all applications.  For 
example, fingerprint, though reliable, cannot be used in 
Surveillance applications since it requires the subject to 
participate in the authentication process.  Extensive research 
is being done in different biometrics to determine their 
suitability for specific applications.  This study focuses on 
the use of ear biometric for recognition. 
 
Ear-based recognition is of particular interest because it is 
non-invasive, and because it is not affected by 
environmental factors such as mood, health, and clothing. 
Also, the appearance of the auricle (outer ear) is relatively 
unaffected by aging, making it better suited for long-term 
identification [5]. 
 
Ear images can be easily taken from a distance without 
knowledge of the person concerned.  Therefore ear 
biometric is suitable for surveillance, security, access control 
and monitoring applications. Earprints, found on the crime 
scene, have been used as a proof in hundreds of cases in the 
Netherlands and the United States [6].   
 
In this study, the use of Local Binary Pattern was 
investigated for Ear recognition. Though the use of DNA is 
available in hospital, it may take longer time to get the 
results of recognition since DNA tests involves chemical 
processes [7]. In such situations, ear can be useful for 
providing a rapid recognition rate where face of a patient 
may be injured and cannot be used for recognition purpose. 
 

I. BACKGROUND STUDY 
Ears have certain advantages over the more established 
biometrics; as Bertillon [8] pointed out, they have a rich and 
stable structure that is preserved from birth well into old 
age. The ear does not suffer from changes in facial 
expression, and is firmly fixed in the middle of the side of 
the head so that the immediate background is predictable, 
whereas face recognition usually requires the face to be 
captured against a controlled background. Ear image 
acquisition does not have an associated hygiene issue, as 
may be the case with direct contact fingerprint scanning, and 
is not likely to cause anxiety, as may happen with iris and 
retina measurements. The ear is large compared with the iris, 
retina, and fingerprint and therefore is more easily captured. 
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Two studies performed by Iannarelli [9] provide enough 
evidence to show that ears are unique biometric traits.  The 
first study compared over 10,000 ears drawn from a 
randomly selected sample in California, and the second 
study examined fraternal and identical twins, in which 
physiological features are known to be similar. The evidence 
from these studies supports the hypothesis that the ear 
contains unique physiological features, since in both studies 
all examined ears were found to be unique though identical 
twins were found to have similar, but not identical, ear 
structures especially in the Concha and lobe areas. Nejati H. 
et al. [10] has proved that identical twins can be identified 
from their ear images.  Fig. 1 shows the anatomy of the ear.  
 
The medical literature reports [9] that ear growth after the 
first four months of birth is proportional. It turns out that 
even though ear growth is proportional, gravity can cause 
the ear to undergo stretching in the vertical direction. The 
effect of this stretching is most pronounced in the lobe of the 
ear, and measurements show that the change is non-linear. 
The rate of stretching is approximately five times greater 
than normal during the period from four months to the age 
of eight, after which it is constant until around 70 when it 
again increases. 
 
The main drawback of ear biometrics is that they are not 
usable when the ear of the subject is covered [9]. In case of 
active identification systems, this is not a drawback as the 
subject can pull his hair back and proceed with the 
authentication process. The problem arises during passive 
identification as in this case no assistance on the part of the 
subject can be assumed.  In the case of the ear being only 
partially occluded by hair, it is possible to recognize the hair 
and segment it out of the image. 
 
In this paper, the use of Local Binary Pattern (LBP) as 
features for ear recognition will be studied. A similar study 
was done by Burge and Burger [11]. The latter applied 
Local Binary Pattern(LPB) for face recognition and proved 
that it outperforms PCA-based face recognition. 
 

 

 

 

 

 

 

 
In this paper, the use of Local Binary Pattern (LBP) as 
features for ear recognition will be studied. A similar study 
was done by Burge and Burger [11]. The latter applied 
Local Binary Pattern(LPB) for face recognition and proved 
that it outperforms PCA-based face recognition. 
 

II. METHODOLOGY 
There are several variations of LBP proposed in literature. 
Mäenpää and Pietikäinen [12] proposed an opponent color 
LBP, and investigated joint and separate use of color and 
texture in classification. Tan et al. [13] and Wang et al. [14] 
investigated the combination of the LBPs and Gabor 
features. A revised LBP was studied by Liao et al. [15], 
which make use of the most frequently occurred patterns of 
LBP to improve the recognition accuracy.  
 
Heikkilä et al. [16] used a novel descriptor combining the 
strengths of SIFT (Scale Invariant Feature Transform) 
descriptor and LBP, in which center-symmetric local binary 
patterns (CS-LBP) were used to replace the gradient 
operator used by the SIFT operator. Heusch et al. have 
developed a preprocessing algorithm based on the LBPs to 
handle variations in illumination in a face authentication 
system [17]. The use of LBPs has also been considered in 
the recognition of actions by Kellokumpu et al. [18]. Wang 
et al. have investigated the use of LBPs in the facial age 
classification [14].  
 
The LBP operator, originally introduced by Ojala et al. [19], 
is a powerful way of describing the texture of an image. The 
original version of the local binary pattern operator works in 
a 3 × 3 pixel block of an image. The pixels in this block are 
threshold by its center pixel value, multiplied by powers of 
two and then summed to obtain a label for the center pixel. 
As the neighborhood consists of 8 pixels, a total of 28 = 256 
different labels can be obtained depending on the relative 
gray values of the center and the pixels in the neighborhood.  
 
The steps for LBP operator are given into more details 
below: 
The image is first divided into cells, consisting of a number 
of 3 × 3 pixel blocks. The center pixel, pxc, in a block is 
compared to each of its 8 neighbors, pxi (i=0, 1, …,7). The 
pixels are followed along a circle, either clockwise or 
counter-clockwise. 
 

 
 
 
 
Where the center pixel's value is greater than the neighbor's 
value, "0" is written. Otherwise, "1" is written. This gives an 
8-digit binary number. Fig. 2 illustrates the basic LBP 
operator. 
 

Fig. 1:1 Helix Rim, 2 Lobule, 3 Antihelix, 4 

Concha, 5 Tragus, 6 Antitragus, 7 Crus of 

Helix, 8 Triangular Fossa, 9 Incisure 

Intertragica [5]. 
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Fig. 2: Basic of LBP,(a) Gray Value, (b) Corresponding Binary Pattern 
 
Then, the values of the pixels in the thresholded 
neighborhood are multiplied by the weights given to the 
corresponding pixels. Finally, the values of the eight pixels 
are summed to obtain the LBP number for the centre pixel: 
 

 
 
The LBP number derived is 110 ( 2 + 4 + 8 + 32 + 64), as 
shown in Fig. 3. The histogram, over the cell, of the 
frequency of each "number" occurring is computed. The 
histograms of all cells in the image are then concatenated. 
This gives the feature vector for the image. 
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Fig. 3: LBP number calculation 

 
Fig. 4 shows a sample image and the corresponding 
histogram. 
 

 
Fig. 4: Image and histograms 

For the purpose of comparison, the Principal components 
analysis (PCA) technique, as described by Turk and 
Pentland [20] was implemented. PCA is a technique most 
commonly used for dimensionality reduction in computer 
vision.  The features extracted are based on Karhunen-Loeve 
(KL) expansion [20]. The corresponding algorithm in the 

context of face recognition is called eigenface method. In 
fact, the eigenface method generates features that capture the 
holistic nature of the faces through PCA.  
 
The high dimensional space with all the eigenfaces is called 
the image space (feature space). Also, each image is actually 
a linear combination of the eigenfaces. The amount of 
overall variation that one eigenface counts for, is actually 
known by the eigenvalue associated with the corresponding 
eigenvector. If the eigenface with small eigenvalues are 
neglected, then an image can be a linear combination of 
reduced no of these eigenfaces. For example, if there are M 
images in the training set, we would get M eigenfaces. Out 
of these, only M’ eigenfaces are selected such that they are 
associated with the largest eigenvalues. These would span 
the M’-dimensional subspace ‘face space’ out of all the 
possible images (image space). 
 
When the face image to be recognized (known or unknown), 
is projected on this face space , we get the weights 
associated with the eigenfaces, that linearly approximate the 
face or can be used to reconstruct the face. Now these 
weights are compared with the weights of the known face 
images so that it can be recognized as a known face in used 
in the training set. In simpler words, the Euclidean distance 
between the image projection and known projections is 
calculated; the face image is then classified as one of the 
faces with minimum Euclidean distance.  

III. DATASET 
The Indian Institute of Technology (IIT) Delhi ear image 
database [21] was used for the purpose of this research. The 
IIT Delhi ear image database was acquired from 125 
different subjects and each subject has at least 3 ear images. 
All the subjects in the database are in the age group 14-58 
years. The resolution of these ear images is 272 x 204 
pixels.  Since different subjects have different number of 
images in the database, subjects having five images in the 
database were selected. The training set consisted of 3 
images per subject and the test set consisted of two images 
per subject. Fig. 5 shows the sample ear images from the 
database. 
 

 
Fig. 5: Sample Ear Images 

IV. RESULTS 
To measure the performance of the system, the recognition 
rate, the False Acceptance Rate (FAR) and False Rejection 
Rate (FRR) were calculated. The experimental results are 
shown in Table 1 below: 
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As shown in Table 1, the Linear Binary Pattern (LBP) 
method yielded a recognition rate of 93 % as compared to 
the Principal Components Analysis (PCA) that gave a 
recognition rate of 85 %.  The LBP method has lower FAR 
and FRR values. A Low FAR indicates that there will be 
fewer imposters accepted in the system while a low FRR 
implies that fewer authorized users will be rejected by the 
system.  
 
The difference of the results can be explained by the fact 
that local binary patterns captures the variance between 
pixel intensities, thus has more accurate information 
whereas PCA loses part of information during its 
dimensionality reduction. The result obtained in this 
investigation is in line with other research works that 
demonstrate LBP features yield better performance than 
PCA [22] [23]. 
 
. 

V. CONCLUSION 

The use of Ear for recognition has been investigated in this 
paper. This technique can be used to identify patients having 
severe face injuries making face recognition impossible. A 
new method, Local Binary Pattern (LBP), was applied to 
extract the histogram of each cell based on their 
neighborhood’s pixel intensities.  The histograms were 
concatenated and used as features for matching. This 
technique was tested on the IIT Delhi Ear database and a 
recognition rate of 93 % was obtained when compared to the 
benchmark algorithm, PCA, which yielded a recognition rate 
of 85 % only. Such type of recognition system can be used 
either standalone or can be fused with an existing face 
recognition system. The use of the LBP operator for 
recognition needs to be further investigated, its effectiveness 
in a multi-model environment, whether the number of sub-
regions affects system performance, and testing LBP in 
uncontrolled environments.  

TABLE I.  EXPERIMENTAL RESULTS 

 Recognition 
Rate 

FAR FRR 

PCA 85% 
 

0.4 0.2 

LBP operator 93% 0.2 0.07 
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