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Abstract—Various statistical and machine learning based
algorithms have been proposed in literature for selecting an
informative subset of genes from microarray data sets. The
recent trend is to use functional knowledge to aid the gene
selection process. In this paper we propose a clustering algorithm
which generates multiple views (clusters) from the microarray
expression profiles, each representing a particular facet of the
data. Such multiple clusters are found to represent strongly
connected regions of the known protein–protein interaction (PPI)
networks, perhaps corresponding to those responsible for certain
biological processes. Thus we integrate microarray data clustering
with PPI knowledge to obtain enriched gene sets. Results on
benchmark microarray data sets demonstrate the competitiveness
of our method compared to gene selection techniques.

I. INTRODUCTION

Gene selection is the process of filtering the most signifi-
cant and differentially expressed genes associated with disease
conditions [1]. Selecting informative genes from microarray
facilitates disease classification, as well as, in understanding
the embedded biological processes, which further helps in
diagnosis, prognosis and treatment of the disease [2].

In early literature gene selection was primarily done by
statistical methods on microarray data sets [2]. The work done
by [2], [3], [4] proposes gene selection models for different
microarray gene expression datasets that selects biologically
significant genes in mediating certain cancers.

The gene ontology (GO) based similarities between genes
carry significant information of the functional relationships
among the set of genes [2]. The integration of such domain
knowledge helps to biologically enrich the selected genes and
thus overcome the drawback of traditional statistical gene
selection algorithms [2], [5], [6]. In large scale genomic data
functional analysis, GO annotations are largely used to find the
enriched genes [7]. Subramanian et al.[6] studied the different
existing tools for gene enrichment.

In order to study the structural and functional character-
istics of biological processes, large and complex networks of
molecular interactions are being rapidly generated for humans
and other organisms [8], [9]. The network of mechanistic

physical interactions between proteins is referred as protein-
protein interaction (PPI) network [10]. The integration of
information from gene expression and PPI network data is a
promising approach to prioritize disease-associated genes [8],
[9], [11]. Barabasi et al.[12] summarized a series of hypothesis
and principles (Network Medicine Hypotheses) which link
topological properties of PPI networks to biological function-
alities. Some of these hypothesis are often used to prioritize
candidate genes related to a given disease. We highlight three
hypothesis:

∙ disease module hypothesis: gene products associated
with the same disease phenotype tend to form a cluster
in the PPI network;

∙ network parsimony: shortest paths between known
disease genes often coincide with disease pathways;

∙ local hypothesis: gene products associated with similar
diseases are likely to strongly interact with each other.

However, the PPI data are often incomplete and noisy. Such
problems can be alleviated considering the observation based
on indirect molecular interactions [13]. The integration of the
gene expression profiles and the PPI network improves the
performance of prognostic prediction [14], [15], [16].

Traditional methods for gene expression analysis focus on
identifying gene sets that help to discriminate between two
states of interest. Although these sets of genes are useful,
they fail to detect biological relevance and the processes
involved with these states [15]. Most of the ranking based gene
selection methods select informative genes in isolation and
ignore their plausible co-relation or interaction[17]. The goal
of our work is to integrate cluster structure among co-expressed
genes in microarray experiments with graph structure of gene
interactions in PPI networks. Not just discriminatory genes
but genes which are responsible for concerned biological
processes are likely to be selected in this process. In most
biological applications with high dimensional data, there may
exist multiple groupings of the data that are all reasonable
in some perspective. In such cases, different feature subspaces
with each feature subspace presenting the user a different view
of the data structure [18] can often warrant different ways
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to partition the data. Further, gene clusters as expressed in
microarray data may be of various representations and views
depending on the regulatory process being considered. Hence,
we use a multiview clustering algorithm to cluster the microar-
ray data and obtain several alternate views that correspond
to the biological processes. These views are then mapped to
the PPI network to extract the subnetworks that correspond
to these hypothetical processes. The degree of interactions
in these subnetworks are significantly higher than a random
network exhibiting identical degree distribution. We propose
a significance measure based on this principle. The genes
in these subnetworks are ranked based on the significance
measure which points to their centrality and importance in the
processes. The top ranked genes are finally selected.

We demonstrate our algorithm on three benchmark data
sets. The selected genes are found to closely correspond to
known biological processes associated with the diseases in
literature. A high classification accuracy is also obtained.

II. PROPOSED METHODOLOGY

In this section we discuss the proposed methodology for
gene selection and enrichment. The statistical significance
and biological relevance of genes should be considered to-
gether to identify the differentially expressed genes from high-
throughput gene expression data [19]. In the preprocessing step
we have filtered the genes based on their variance across the
samples and thus considered the genes with variance less than
tenth percentile for further processing [20]. Further, the 10, 000
permutations t-test [21] is used and the genes with 𝑝-value
cutoff of 0.05 are considered to have statistical significance [7],
[19] and are used for subsequent analysis. This set of data
are normalized using the mean column intesity and the raw
intensities are transformed to the range of 0 to 1 values for each
sample. The Multiview Clustering (MVC) [22] based gene
selection algorithm is used on these datasets to obtain gene
subsets resulting in multiview clusters. The most efficient gene
clusters in terms of performance are selected. The genes of
selected clusters are further ranked/scored using PPI network.

Figure 1 represents the schematic workflow of the proposed
Multiview Clustering and PPI Network (MVC-PPI) based gene
selection model.

A. Multiview clustering (MVC) of microarray data

We describe below a MVC based gene selection algorithm
on microarray dataset. The network representations and clus-
terings used in the methodology are first defined as follows.

(i) Gene profile network: Based on the expression level of a
single gene we may construct a graph with each microar-
ray sample as the vertices and similarity of expression
of that particular gene determining the existence of an
edge between two samples. We denote this graph as the
gene profile network. There are as many networks as the
number of genes for a particular experiment.
In summary, a graph is constructed for each feature
(gene), with each sample as a vertex. There is an edge
between two vertices in the graph if the difference in
the values of the normalized expression for the gene for
those two samples is less than a threshold of 0.5.

(ii) Gene correlation network: The distance between two
gene profile networks is measured as symmetric differ-
ence between the edge sets of the networks, i.e., the
number of edges present in one network but absent in
the other. The symmetric difference between two sets 𝐴
and 𝐵 is defined as 𝐴Δ𝐵 = (𝐴− 𝐵) ∪ (𝐵 − 𝐴). The
symmetric difference may be computed by computing
the exclusive OR (XOR) between the corresponding
adjacency matrices [23]. Though other measures of
graph similarity may be considered, we have used the
symmetric difference measure for its computational sim-
plicity and effectiveness. By using this distance, a gene
correlation network is built with genes as vertices and
the above distance as the edge weight between them.
The edge weights in the gene profile network represent
the degree of co-expression between two genes.

(iii) Gene network clustering: These resulting gene correla-
tion networks are now clustered into 𝑘 partitions, where
𝑘 is previously defined. The choice of 𝑘 takes into
consideration the cluster/view quality (the quality was
measured by intracluster correlation), as well as the size
of the clusters. For the three datasets considered here we
got best result for 𝑘 = 10. The proposed model here uses
hierarchical agglomerative clustering with edge weight
of the gene correlation network as the distance measure.

(iv) Gene subset profile network: Each cluster obtained
above represents a group of genes, expectedly having
some biological functional similarity. We denote this
as a view. Thus, we have 𝑘 clusters of the data each
corresponding to a set of related genes.
Now, gene subset profile networks are constructed, one
for each of these 𝑘 clusters, with samples as vertices
and edge weights being the Euclidean distance between
two samples considering only the expression of the gene
subset belonging to that particular gene network cluster
or view.

(v) Gene subset clustering: Each of these gene subset profile
networks has samples as nodes. Now we partition each
of these 𝑘 networks into 𝑙 sample clusters. Thus, each
of these 𝑘 graphs gives rise to a separate clustering set
of 𝑙 clusters each. If the true class label is known as
in case of our data then 𝑙 is the same as that of the
true class label count, otherwise it can be dependent
on the cluster quality or domain knowledge. This step
of sample clustering is performed to measure the class
performance of each of the views obtained at step (iv).

Each of these clusterings can be considered to provide a
separate cluster of the microarray expression data, leading to
multiview interpretation of the data set. The genes in these
clusters have similar expression patterns and are expected to
be involved in a specific biochemical pathway showing the
biological relevance of the clusters obtained from MVC. To
further biologically enrich the genes in this multiview cluster
set 𝒱 we ranked the genes in top two views obtained from
step (𝑖𝑖𝑖) using PPI information as described in Section II-B.

B. Enrichment of clusters using PPI networks

To enrich the cluster views obtained from previous step
we use PPI graph structures considering the network medicine
hypothesis. Based on disease module hypothesis and network
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Fig. 1. Steps of the Multiview Clustering and PPI Network Gene selection method based on MVC enriched with PPI information

parsimony principle, the idea is to evaluate how close genes
from a given view/cluster (obtained from Section II-A) are to
each other in the resulting PPI network. Such a PPI network
is composed by known PPI databases (see Section III-B) and
is represented by a graph 𝐺 = (𝑃, 𝐼), where 𝑃 is the set of
proteins/genes and 𝐼 is the set of interactions. Each gene 𝑔 in
a view 𝑉 is mapped to its respective protein in PPI network.
Based on the assumption that a given view obtained above
contains strongly connected genes in a PPI network [12], the
goal is to assess the significance of these genes, as compared
to randomly generated gene sets that preserve the same degree
distribution of the original cluster. This is done to avoid bias
towards highly connected genes that tend to be favored by
some prioritization methods [13]. The genes are ranked based
on this significance measure and the most significant ones are
finally selected.

The algorithm for significance computation that we propose
is as follows :

(𝑖) For each gene 𝑔 from a cluster view 𝑉 , compute the
average distance of 𝑔 to all other genes in 𝑉 :

𝑑𝑉 (𝑔) =
1

∣𝑉 ∣
∑

𝑣∈𝑉 ∖{𝑔}
𝑑(𝑔, 𝑣)

(𝑖𝑖) To estimate the significance of 𝑑𝑉 (𝑔) for a given gene
𝑔 in a cluster view 𝑉 , randomly generate another set of
genes 𝑉 ′ with the same degree distribution of 𝑉 and
compute the average distance 𝑑𝑉 ′(𝑔) by applying the
previous equation with 𝑉 ′ in place of 𝑉 .

(𝑖𝑖𝑖) Repeat step (𝑖𝑖) 𝑛 times (e.g., 𝑛 = 1, 000), generating
𝑛 random cluster views 𝑉 ′𝑗 , for 𝑗 = 1, . . . , 𝑛. Then,
estimate the mean �̂�𝑉 (𝑔) and standard deviation �̂�𝑉 (𝑔)
of average distances 𝑑(𝑔, 𝑉 ′𝑗 ), for 𝑗 = 1, . . . , 𝑛.

(𝑖𝑣) For each gene 𝑔 from the original cluster view 𝑉 ,
compute its normalized score 𝑠𝑉 (𝑔) as defined below:

𝑠𝑉 (𝑔) =
𝑑𝑉 (𝑔)− �̂�𝑉 (𝑔)

�̂�𝑉 (𝑔)
(1)

Better interactions are represented by more negative scores

𝑠𝑉 (𝑔), since this indicates that gene 𝑔 tends to have smaller
average distances in the original view 𝑉 than in other randomly
generate views 𝑉 ′ with the same degree distribution. Thus, it
is expected that most genes from the original cluster view will
present negative scores, showing strong connection in a PPI
network. This score is used to rank the genes.

C. Performance Evaluation

In our experiment, predictive accuracy of the multiview
clusters is measured in terms of overall accuracy in comparison
to the known true classes [17]. Samples are considered to
be divided in two categories, namely, positive samples and
negative samples. Accuracy is defined by equation 2;

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(2)

where TP is the number of true positive samples, TN is the
count for true negative samples, FP is the number of false
positive samples and FN is the number of false negative
samples. To biologically validate these clusters/views we have
summarized the functional association of the genes present in
these clusters and their biological significance in the progres-
sion of the disease. For this we revisited these clusters in the
light of biological domain knowledge available in literature
(see Section III-C).

The percentage of disease related genes (true positive)
present in these clusters is used as a measure for showing
the biological significance. The 𝑝-value cutoff of 5× 10−5 is
being considered in our study to find the enriched functional
attributes (EA) for a set of genes.

III. DATASETS

A. Gene expression datasets

The study has been applied to three different NCBI’s GEO1

datasets.

1Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/)
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(i) B-CLL chronic lymphocytic leukemia is a heteroge-
neous disease with a pronounced variation in the clinical
course. The dataset used after preprocessing consists of
intensities of 6,572 genes in 11 B-CLL stable patients
and 10 patients with clinically progressive disease [24].

(ii) Interstitial lung disease (ILD) represents a broad cat-
egory of restrictive lung disorders [25]. The dataset
containing intensities of 4,739 genes in 12 normal and
23 ILD is further used for analysis.

(iii) The third dataset used (called Leukemia) is Walden-
strom’s macro globulinemia (B lymphocytes and plas-
macells). More details about this dataset can be found
in [3], [26]. The dataset after preprocessing consists of
3,384 genes with 13 normal and 43 diseased samples.

B. PPI datasets

The PPI network was built by the union of three PPI
databases: (i) Human Protein Reference Database – HPRD2

[27]; (ii) IntAct3 [28]; (iii) Molecular Interaction database –
MINT4 [29]. The resulting PPI network has 12,373 proteins
and 74,337 interactions. The transcripts from NCBI expres-
sion data (mentioned in Section III-A) were mapped to their
respective original PPI network genes/proteins.

C. Biological databases adopted for validation

The NCBI Gene5 database is used to collect disease re-
lated genes. The results are also validated using biochemical
pathways, 𝑝-value statistics of Gene Ontology (GO) attributes
which is a consolidated high-throughput strategy that helps the
researchers to identify biological processes most pertinent to
their study [7]. FuncAssociate6, a web based application that
discovers properties enriched in lists of genes or proteins that
emerge from large-scale experimentation, is used for biological
significance measure [30].

IV. RESULTS AND DISCUSSION

We discuss the effectiveness of the proposed multiview
gene selection methodology for human gene expression data
collected from NCBI’s GEO. We study two aspects of the
selected genes - (i) their predictive classification accuracy, and
(ii) the strength of their functional association based on known
biological processes related to these diseases as obtained from
the literature.

We have also shown that our proposed method outperforms
widely used feature selection methods, namely Relief [31] and
Principal Components Analysis (PCA) [32], [22]. A compara-
tive analysis with a few existing models has also been reported,
focusing on the relative advantages of multiview clustering
over the single view gene selection.

2http://www.hprd.org/
3http://www.ebi.ac.uk/intact/
4http:// mint.bio.uniroma2.it/mint/
5http://www.ncbi.nlm.nih.gov/gene/
6http://llama.med.harvard.edu/funcassociate

A. Comparison of classification accuracy

We study the effectiveness of each view or cluster in
terms of its predictive accuracy in comparison to the known
true classes. The average predictive accuracy of all the views
are found to be 0.66, 0.77 and 0.78 for B-CLL, Lung and
Leukemia datasets respectively. Further from our preliminary
classification performance analyses, we observed that three to
five clusters out of 𝑘 gene clusters generated by the proposed
method described in Section II-A select small number of genes
with high predictive accuracy.

Table I shows the performance of our proposed multiview
gene selection technique individually and integrated with path-
way knowledge from human PPI network (we report only one
cluster from each dataset with best predictive accuracy). Our
method is compared with single view gene selection algo-
rithms, namely, PCA and Relief considering the same number
of gene/feature sets. To evaluate the accuracy of our proposed
model, PCA and Relief, we used hierarchical clustering and
K nearest neighbors (kNN) classifier as our learning models
on the selected genes by these methods. The comparison also
includes other state of art single view methods from [24], [25],
[26]. As seen in Table I, MVC-PPI gene selection with kNN
was the only method that presented 100% accuracy for B-
CLL. For ILD dataset, all compared methods presented 100%
accuracy, except Relief with HC. Similarly, for Leukemia
dataset MVC based methods with kNN outperformed all single
view feature selection methods compared. This shows that
MVC integrated with PPI by using gene scoring (described
in Sections II-A and II-B) obtains either comparable or better
accuracy with a reduced number of genes/features. We observe
that the proposed MVC based model integrated with PPI
enrichment on average selects relatively small gene subsets
with competitive prediction accuracy.

B. Functional association of selected genes

In this section we study the biological relevance in terms of
functional association of the genes in a cluster obtained using
MVC integrated with PPI network knowledge. The biological
significance of the genes belonging to an enriched functional
GO category can be measured in terms of 𝑝-value [3]. The
enrichment of each GO category or enriched attributes (EA)
[30] in these clusters has been calculated in terms of 𝑝-value as
well. Here we have considered the 𝑝-value cutoff equal to 5×
10−5. The enrichment of the functional association of the gene
sets was evaluated with different ranges of gene ranks/scores.

Fält et al.[24] reports the functional association of 11 genes
with p-value statistics 0.063 using WV (Weighted Voting)
and 6 genes with p-value statistics 0.01 using LDA (Linear
Discriminant Analysis) for B-CLL data. Cho et al.[25] iden-
tifies 30 biologically enriched genes with p-value statistics in
the range of 0.1–0.0001 for ILD data. The paper studies the
enrichement of each differentially expressed gene seperately
without considering the functional association of these set of
genes. Table II reports the top two enriched gene sets from
Table I with their respective gene count, gene score range and
the number of functionally EA’s (enriched attributes). The gene
score (GS) cutoffs were set in a way that the number of EA’s
recovered be in the range from 5 to 15. Interestingly, for the
databases B-CLL and ILD the number of genes (GC: gene
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TABLE I. ACCURACY OF GENE SELECTION ALGORITHMS: HC (HIERARCHICAL CLUSTERING), KNN (K NEAREST NEIGHBORS), WV (WEIGHTED

VOTING), LDA (LINEAR DISCRIMINANT ANALYSIS), RBFS (RANKED BASED FEATURE SELECTION), NSC (NEAREST SHRUNKEN CENTROIDS), MVC
(MULTIVIEW CLUSTERING), MVC-PPI (MULTIVIEW CLUSTERING INTEGRATED WITH PPI INFORMATION) – FOR DATASETS B-CLL (CHRONIC

LYMPHOCYTIC LEUKEMIA), ILD (INTERSTITIAL LUNG DISEASE) AND LEUKEMIA (WALDENSTROM’S MACRO GLOBULINEMIA).

Test Accuracy

data Single view Multiview
PCA Relief Fält et

al.[24]
Fält et
al.[24]

Cho et
al.[25]

Gutierrez et al.[26] MVC MVC-PPI

HC kNN HC kNN WV LDA RbFS NSC HC kNN HC kNN
B-CLL 0.67 0.60 0.33 0.75 0.71 0.90 – – 0.76 0.88 0.76 1.00
ILD 1.00 1.00 0.97 1.00 – – 1.00 – 1.00 1.00 1.00 1.00
Leukemia 0.80 0.70 0.11 0.91 – – – 0.99 0.91 1.00 0.91 1.00

count) obtained were relatively small (between 5 and 13) while
the number of EA’s achieved were relatively large (between
5 and 15). Gutierrez et al.[26] identifies 171 differentially
expressed genes for leukemia data, of which 29 are present
in related pathways, where as from Table II it’s seen that our
method selects more biologically significant enriched genes in
a smaller set of genes (view). This points to the effectiveness
of multiview clustering integrated with PPI network.

Furthermore, considering only the most enriched gene set
from Table II, the detailed functional description (EA Name)
of its Enrichment Attributes ID (EA ID) are shown in Table III.
The column (%) shows the percentage of genes from a gene
set 𝑉 sharing the EA’s, related with the specified biological
process shown in column named EA Name. As seen in Ta-
ble III, more than half of the obtained gene set is functionally
related in more than 30% of the enriched attributes for B-CLL
and ILD. It is important to note that these results corroborate
the local hypothesis, which states that gene products associated
with a similar disease are likely to strongly interact with each
other, and these genes tend to form a cluster in the PPI network
[12]. Thus, from Tables II and III we can say that our proposed
multiview clustering embedded with PPI network is able to
select strongly connected regions of the known PPI networks,
corresponding to those responsible for certain disease related
biological processes.

C. Analysis of biological processes associated with selected
genes

We have also analysed in details the biological processes
that are associated with the enriched gene sets and tried to
corroborate them with biological literature. It is noteworthy
that, 5 out of 15 enriched attributes for B-CLL belong to
immune system as seen in Table III. The immune system
can play a vital role in promotion or elimination of tumours
[33], [34]. Chronic lymphocytic leukemia (CLL) is the most
common form of adult leukemia which is characterized by
a progressive accumulation of functionally incompetent lym-
phocytes [24], [35]. The gene functional analysis of B-CLL
data base (Table II), showed the strong interconnection among
13 genes. Most of these genes were involved in the process
related with activation of immune response and cellular protein
metabolic processes.

Interestingly, PAK, MAPK10, YES1, ERBB4 and CLU
are the genes commonly present among all 13 processes
recognized by our enrichment analysis. YES1 and ERBB4
are the retrovirus origin proto-oncogenes which functionally
act as tyrosin kinase receptor and their over-expression is

verified in numerous cancer conditions as they maintain cell
proliferation [36]. Moreover, PAK and MAPK10 are involved
in multiple biochemicals signaling at downstream signal of
cell cycle regulator [37]. Similarly CLU is a gene found to be
up-regulated during cancer progression.

In corroboration from literature its found that these
genes play functionally important role in the development of
CLL [38]. The interstitial lung diseases (ILD) is a restrictive
lung disorder associated with cellular infiltration and distortion
of the interstitium and alveolar gas units [25]. Pathologically
the disease exhibits the activated process of wound healing,
apoptosis, scarring and fibrosis and at molecular level it
showed association with deregulation of pathways related to
cytokines and signaling molecules [39]. The PPI analysis of the
ILD database reveals that there are 5 genes which are strongly
connected and are related to 9 different biological processes.
Most of these processes are related to transcription, cellular
response to dsRNA, cellular response to chemical stimulus and
JAK-STAT signaling pathway. ILD is a disorder with numerous
causative agents. Hence, the emergency of diverse biological
process through microarray analysis is not an unexpected
result. Thus, it indicates that ILD may be manifested due
to the effect of viral infection or prolonged exposure to
exogenous chemicals [40], [41]. STAT5B and SMAD1 are
the genes commonly observed in all the enriched processes of
Table II and III. These gene products act as signal transducers
and transcriptional modulators that mediate multiple signaling
pathways. Change in these molecular expressions has been
witnessed during abnormalities in cytokines and growth factor
signaling [42].

In case of Leukemia, more than 70% of the cluster is func-
tionally associated in half of the enriched attributes. Walden-
stroms macroglobulinemia (WM) is a C-cell monoclonal dis-
order that is characterized by infiltration of lymphoplasmacytic
cells to bone marrow along with excessive presence of IgM in
blood [43]. It is suggested that genetic factor plays significant
role in pathogenesis of the cancer [44]. The functional analysis
of the studied gene set reveals the presence of 46 closely
related genes, most of which play important role in intercel-
lular organization of cells. CHD4, EZH2, CCDC85B, WT1,
BAX, TUBA1C, KLC1, RPS6KA6, CD9, PALLD, USP22,
AGNF1, TCEB2, and CRIPT are the few genes in the gene
set refered in Table II and III for Leukemia dataset, whose
synchronized work regulates intercellular organization at tran-
scription and proteomics levels. Among these genes, CDH4,
EZH2, CCDC85B, WT1, RPS6KA6, USP22, TCEB2, and
BANF1 maintain transcriptional repressive state of genes by
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regulating chromatin organization, however genes TUBA1C,
KLC1, CD9, and PALLD were related to the microtubular
cytoskeleton organization which may play a significant role
in over synthesis and secretion of IgM in WM effected
patients [45].

D. Comparison of MVC with related gene selection techniques

Finally, Figure 2 illustrates a comparative study of the
proposed multiview method and other existing gene selection
methods from literature, namely,

1) Self organizing map (SOM) [46],
2) Random forest gene selection (RFGS) [47],
3) Support vector sampling technique (SVST) [47],
4) Neuro–fuzzy models NFM-1 and NFM-2 [3]

in terms of their ability to identify disease related genes. The
disease related genes are obtained from the NCBI database,
and matched with the enriched gene set obtained by various
methods including multiview clustering. As seen in Figure 2
the MVC based method presents higher or same percentage
of disease related genes in a cluster for all test datasets
in comparison to other analysed methods, especially when
combined with PPI information. This indicates the potential of
the proposed multiview clustering based methods to achieve
genes well known to be associated with the diseases in the
three case studies presented.
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Fig. 2. Comparison in terms of biological significance obtained by the
proposed multiview clustering based method (considering the two most
enriched clusters separately) and other methods for datasets B-CLL (chronic
lymphocytic leukemia), ILD (interstitial lung disease) and Leukemia (Walden-
strom’s macro globulinemia). SOM: Self organizing map; RFGS: random
forest gene selection; SVST: Support vector sampling technique; NFM-1
and NFM-2: neuro–fuzzy models; MVC: Multiview Clustering; MVC-PPI:
Multiview Clustering with PPI information; View I and View II: first and
second most enriched clusters obtained by MVC respectively. It is important
to note that MVC-PPI performed better than MVC alone for all cases.

While performing the biological relevance analysis of the
ranked gene sets, two important observations have been made:

(a) There exists a cluster having genes that exibit differences
among various states of interest, but do not show any
biologically enriched functional association (or any GO
category association, or the count of functionally enriched
attributes for this set of genes is zero).

(b) The gene clusters with high score value, or that are least
significant (positive score) by MVC-PPI method, gener-
ates almost no GO attributes or functional association.

The first observation in (a) shows that our method is
robust in clustering the genes, as it removes the outliers that
show efficient class performance but no functional association.
From the second observation (b) we can conclude that the
incorporation of the topological properties of PPI network in
ranking genes is an efficient approach in understanding the
genetic conditions underlying the disease.

The observations made in Sections IV-A and IV-B lead to
conclude that our proposed method of MVC and MVC after
enrichment with PPI network show improved result in terms
of gene selection performance. Our method identifies more
biologically relevant genes in terms of their relevance with the
disease, as well as, shows strongly connected regions in the
PPI network.

V. CONCLUSION

The goal of explorative data analysis in bioinformatics
is to find the underlying structure of the data, which may
be multi-faceted by nature. We address the problem of gene
selection with a multiview perspective. The proposed graph
based multiview gene selection algorithm enriched with PPI
network information attempts to address this problem by
extracting multiple clustering views from high dimensional
data having statistical, as well as biological relevance. PPI
network knowledge is used to augment the views.

The effectiveness of the method is evaluated by comparing
it with popular gene selection techniques. Through comparison
of biological significance of the proposed method and some
existing methods using selected genes, it has been found that
our methodology provides improved performance in terms of
classification accuracy and is able to identify gene subsets that
are biologically relevant and functionally enriched. The results
may facilitate to uncover the collective behavior of genes.
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