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Abstract— Most existing vision-based methods for gaze track-
ing need a tedious calibration process. In this process, subjects
are required to fixate on a specific point or several specific
points in space. However, it is hard to cooperate, especially for
children and human infants. In this paper, a new calibration-
free gaze tracking system and method is presented for automatic
measurement of visual acuity in human infants. As far as I
know, it is the first time to apply the vision-based gaze tracking
in the measurement of visual acuity. Firstly, a polynomial of
pupil center-cornea reflections (PCCR) vector is presented to
be used as the gaze feature. Then, Gaussian mixture models
(GMM) is employed for gaze behavior classification, which is
trained offline using labeled data from subjects with healthy
eyes. Experimental results on several subjects show that the
proposed method is accurate, robust and sufficient for the
application of measurement of visual acuity in human infants.

I. INTRODUCTION

Measurement of visual acuity in human infants has been
studied for many years. A variety of techniques have been
proposed for infants acuity testing [1]. The preferential
looking techniques were proposed for measuring of grating
acuity, depending on the fact that infants spontaneously fixate
striped filed in preference to a uniform filed [2]. Some studies
based on the preferential looking techniques have been
carried out, such as forced preferential looking [3], operant
preferential looking [4] and acuity card procedure [5]. In the
preferential looking technique, pairs of stimuli are presented
to a subject. Additionally, an experienced observer locating
behind a peephole between the two stimuli is needed to judge
the fixation behavior of the subject.

With the development of the computer vision techniques,
eye gaze can be tracked accurately and noninvasively. It can
be used for replacing the experienced observer’s observation
of subjects’ gaze behavior in the measurement of visual
acuity, which is impersonal and simplifies the measurement
process greatly. In this paper, we mainly focus on the vision-
based gaze tracking for measurement of visual acuity.

Gaze tracking systems started to appear in the early
1970s [6], which were mainly used for psychological studies.
It has been an active research topic for many years due to
its potential usages in many applications, such as market and
advertising analysis, studies of cognitive processes, graphic
display and many other human-computer interactions. Many
gaze tracking methods appeared, a recent survey can be
seen in [7]. Vision-based techniques have become the most
popular technique for gaze estimation due to their low in-
trusiveness and good performance. Usually, these techniques
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Fig. 1. Gaze tracking system for measurement of visual acuity.

can be classified into two groups: 3D model-based methods
and 2D feature-based methods.

The 3D model-based gaze tracking methods directly re-
construct eye’s 3D visual axis, and the point of gaze (PoG)
can be obtained by intersecting the visual axis with the
screen. However, 3D model based methods need fully cali-
brated setups, which require exact knowledge of the relative
positions of the cameras, the light sources and the monitor.

The feature-based gaze tracking methods extract local
features such as pupil center, iris center, cornea reflections
or eye corners. Then, a mapping function from features to
PoGs can be founded by a calibration process. The most
popular method is pupil center-cornea reflections (PCCR)
based method. Sesma et al. [8] gave a thorough review
of the PCCR-based gaze estimation using a framework of
one camera and two near-infrared (NIR) light sources. They
evaluated multiple models with different normalized PCCR
vectors and different polynomial functions. However, the
feature-based methods need a calibration process, which is
difficult for infants to cooperate.

In this paper, we present a calibration-free gaze tracking
method for measurement of infant visual acuity. A polynomi-
al of PCCR vector is proposed to be used as the gaze feature
to represent human’s gaze information. Gaussian mixture
models (GMM) is employed for gaze behavior classification.
The method has the following advantages: 1) no calibration is
needed, 2) noninvasive for the subjects, 3) compared with the
existing commercial gaze tracking setups [9], the proposed
system is much cheaper. What’s more, the measurement of
visual acuity in human infants can be greatly simplified by
applying the proposed gaze tracking method.
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Fig. 2. Overview of the proposed method.

II. SYSTEM OVERVIEW

The system is based on a camera, two NIR light sources
and two screens (Fig. 1). The size of the screen is 12.4cm×
12.4cm and the distance between the left screen and the right
screen is 18.8cm. The video camera is a CMOS camera with
a resolution of 1280× 1024, which is used for capturing
the eye image for gaze tracking. The central wavelength of
the NIR light source is 850nm. The distance from subjects
to the screen is 50± 5cm. The two screens alternatively
display a striped pattern and a gray pattern. As shown in
Fig. 1, a striped pattern is displayed in the left screen and
the gray pattern is displayed in the right screen. There are
several striped patterns with different frequencies, which are
designed specially for visual acuity measurement.

In traditional method of visual acuity measurement, an
additional experienced observer is needed to observe the
infant’s gaze behavior, judging whether the subject is fixating
on the screen that is displaying the striped pattern. In our
system, the infant’s gaze behavior is tracked automatically
through the proposed gaze tracking method.

III. METHOD

The framework of the proposed gaze tracking method is
shown in Fig. 2. The gaze tracking model is trained offline in
advance. Then, the gaze of a subject can be predicted online
for visual acuity analysis. The proposed gaze feature and the
employed gaze tracking model are given in detail below.

A. Feature Extraction

The PCCR-based methods have been widely used for
gaze estimation due to their simplicity. Usually, after an
active calibration process, they could get high accuracy
when multiple cornea-reflections are used. In this paper, a
polynomial of the PCCR vector is proposed to be used as
the gaze feature. Firstly, the pupil center and glints (cornea
reflections) centers are precisely located. Then, a polynomial
of the PCCR vector is calculated, which is used as the gaze
feature.

The pupil and glints location procedures are shown in Fig.
3. Firstly, eye region detection is employed through sliding
window based method, in which edge orientation histograms
feature [10] is extracted and SVM [11] classifier is used
to train the eye-region detector. After eye-region detection,
an efficient fast radial symmetry [12] operator is adopted to
precisely locate the center of glints, which is a fast gradient-
based interest operator for detecting points of high radial
symmetry. Based on the two glints, the pupil region can be

(a) (b) (c) (d) (e)

Fig. 3. Pupil and glints location. (a) Original image. (b) The detected eye
region. (c) Glints location. (d) The cropped pupil region. (e) Pupil location.

cropped roughly (Fig. 3(d)). At last, since the pupil in eye
image is approximate an ellipse, we employ Starburst [13]
algorithm to precisely locate the center of pupil, which is a
fast and accurate pupil location method.

Sesma-Sanchez et al. [8] have done many experiments to
evaluate PCCR-based methods with different system config-
urations, different mapping functions and different normal-
ization factors. Inspired by their experiments, a PCCR-based
model with high accuracy and being robust against head
movements can be designed as follows: the PCCR vector
V can be calculated as

V =
(P−R1)+(P−R2)

2
(1)

where P is the coordinate of pupil center, R1 and R2 are
coordinates of two glints’ centers (Fig. 3(d)). Then the
normalized PCCR vector VN is

VN =
V

‖R1−R2‖2
(2)

where ‖R1−R2‖2 is the Euclidean distance between the two
glints. Then the polynomial mapping function from vector
VN to PoG (S) can be established as follows:
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where VN = (VNx,VNy)
T , S = (Sx,Sy)

T , (a0,a1,a2,a3,a4,a5,
b0,b1,b2,b3,b4,b5) are coefficients of the polynomial to be
estimated. As (3) is a quadratic regression model with feature
of (VNx,VNx)

T , it also can be viewed as a linear regression
model with feature of (1,VNx,VNy,VNxVNy,V 2

Nx,V 2
Ny)

T , so we
can define the polynomial of PCCR feature f as

f =
(
VNx VNy VNxVNy V 2

Nx V 2
Ny
)T

(4)
When we use the feature f , only linear regression model
is needed to achieve similar accuracy with the PCCR-based
method. Inspired by the success of the PCCR-based method,
the feature f is presented to be used as the gaze feature in
our calibration-free gaze tracking method.

B. Gaze Tracking

In our method, unified gaze tracking model is built for
both eyes. Gaussian mixture models (GMM) has been widely
used for data analysis, therefore, it is used for modeling
the gaze features in our method. Firstly, we briefly describe
the GMM for gaze tracking. Then, Minimum Classification
Error (MCE) training for updating the model parameters is
introduced.
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A GMM with K components in a D-dimensional (D = 5
in this paper) embedding space is defined as:

p( f ;λ ) =
K

∑
k=1

πk p( f |k) (5)

p( f |k) = N ( f ;λk) =
1√

(2π)D|Σk|
exp
(
− 1

2 ( f −µk)
TΣ
−1
k ( f −µk)

)
(6)

where f is a sample point in the D-dimensional space. λ (λ =
{λk}K

k=1 = {πk,µk,Σk}K
k=1) is the set of model parameters, πk

is the prior probability of the k-th Gaussian component, µk,
Σk are the mean and variance of the k-th component, p( f |k)
is the conditional probability density function.

For each gaze pattern, a GMM model is trained. There
are M(M = 2) gaze patterns, indicating the gaze on the left
screen and the right screen (Fig. 1) in our system. Then,
M class conditional likelihood functions {pi( f ;λ (i))}M

i=1 are
trained through Expectation Maximization [14] independent-
ly, where λ (i) is the parameter set of the i-th GMM. However,
the classifier relying on distribution estimation are subop-
timal when the assumed distribution form is not the true
one [15]. To optimize the classification result directly, the
MCE criterion is employed for fine-tuning the parameters.

The MCE method directly formulates the classifier design
problem as a classification error rate minimization problem.
To achieve this goal, an optimization criterion need to be
defined, which is usually a function of the class condition-
al likelihood functions {pi( f ;λ (i))}M

i=1. And the classifier
makes its decision for each input sample by choosing the
largest of the class conditional likelihood function evaluated
on the input sample. In this respect, there exist many pos-
sibilities, one of which is a class misclassification measure
taking the following form:

di( f ) =− log(pi( f ;λ
(i)))+max

j 6=i
(log(p j( f ;λ

( j)))) (7)

For a sample of the i-th class, di( f )> 0 implies misclas-
sification and di( f ) < 0 means correct decision. A general
form of the loss function can then be defined as

`i( f ;λ
(i)) =

1
1+ exp(−α ·di( f )+β )

(8)

where Λ (Λ = (λ (1),λ (2), · · · ,λ (M))) are the parameters, α is
normally set to be not less than one and β is set to be zero.
For a given training data set consisting of N samples { fi}N

i=1,
the empirical probability measure defined on the training data
set is a probability measure with equal weight at each sample.
The empirical loss is thus expressed as

L(Λ) =
1
N

N

∑
j=1

M

∑
i=1

`i( f j;λ
(i))I( f j ∈Ci) (9)

where I(·) is the indicator function. The model parameters
can be updated through gradient descent:

Λt+1 = Λt − εt∇L(Λ) |Λ=Λt (10)

where t is the number of iterations and εt is the learning rate.
After getting the model parameters, the classifier is operating
under the following decision rule:

C ( f ) =Ci i f pi( f ;λ
(i)) = max

j
(p j( f ;λ

( j))) (11)

In practical applications, to further identify the classifica-
tion’s confidence, some results with low confidence should
be dropped. For a sample f , it is considered to belong to Ci
only if it also meets the following additional rule:

log(pi( f ;λ
(i)))≥ log(pi( f t;λ

(i))) (12)

where f t = ∑
K
k=1 π

(i)
k ∗

(
µ
(i)
k +

√
3∗diag(Σ(i)

k )

)
in our ex-

periments.

IV. EXPERIMENTS

A. Data Acquisition

There is no public dataset for gaze tracking as far as I
know. In this paper, the proposed gaze tracking method is
designed for replacing the observer’s observation of human
infants’ gaze behavior in the measurement of visual acuity.
Based on the system, gaze data of 17 subjects (10 males and
7 females with age between 3 to 30 years old) with healthy
eyes are collected to evaluate the gaze tracking method.

Each subject is asked to sit in front of the gaze tracking
system (Fig. 1) and fixate on the screen that is showing a
stripe pattern. The stripe pattern is shown in one screen and
the white pattern is shown in the other screen, two patterns
are shown in the two screens alternatively. The left eye
and right eye’s data are collected respectively. As to each
eye, 20 samples are collected, 10 for the left screen and
10 for the right screen. Totally 680 samples are collected.
After eliminating some inaccurate samples, 661 samples
are selected. Ten subjects’ data (385 samples) are used for
training the GMMs and the rest seven subjects’ data (276
samples) are used as the test dataset. Some data examples
are shown in Fig. 4.

B. GMM Training

In order to validate the effectiveness of the training method
for GMM, one training result is shown in this section. As
to each GMM, three Gaussian components are used in our
experiments. The initial mean values are set through k-means
algorithms, the initial variances are set to be identity matrixes

(a) (b) (c) (d)

Fig. 4. Samples from one subject, results of pupil and glints location are
also shown in the eye images. (a) Left eye’s image when the subject fixates
on the left screen. (b) Left eye’s image when the subject fixates on the right
screen. (c) Right eye’s image when the subject fixates on the left screen.
(d) Right eye’s image when the subject fixates on the right screen.
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Fig. 5. A training result of the GMMs.

and the initial weights of the three Gaussian components are
set to be 1/3 equally.

As the dimension of the polynomial of PCCR feature is
five. For visualization, we show the training results of the first
two dimensions (VNx,VNy) of the gaze feature. As shown in
Fig. 5, the training data are well modeled by the GMMs.
And also, the two gaze patterns (fixating on the left screen
and the right screen) are well differentiated by the first two
dimensions of the feature, which shows the effectiveness of
the polynomial of PCCR feature to represent human’s gaze.

C. Gaze Tracking Results

To validate that the proposed gaze tracking method is
available for the measurement of visual acuity, both offline
test and online test are evaluated based on our system.

Offline test. As to classification operating under the
decision rule in (11), the accuracy is 100% in the test dataset.
In practical applications, some subjects may not fixates on
the two screens, dropping some low confidence samples is
essential. After dropping some samples with low confidence
using rules in (12), the results are shown in Table I. The
dropped rate is low for both eyes of the seven subjects in
the test dataset. Note that the dropped rate of subject 12 is
a little higher than other subjects. This is because he wears
glasses, the reflection on the glasses affects the precision of
the pupil and glints location. On the whole, the results show
that the method achieves high accuracy, which is the premise
for reliable medical application.

Online test. This test is carried out in C++ implementation
on a laptop with an Intel Core 2 Duo 2.10GHz CPU, 2GB
RAM. About thirty subjects are asked to sit in front of the
system for an online test, in which they fixate on the left
screen, the right screen or some other locations. The system
give the predicting results left, right or not on the two screens
accordingly. According to feedbacks of the subjects and
artificial observations for some young children, the system
predicts the gaze patterns accurately for all subjects even
some subjects wear glasses or move his head naturally. The
average computing time of the method is about 10 frames
per second, which is sufficient for visual acuity analysis.

Both the offline test and online test show that the pro-
posed gaze tracking method achieves high accuracy. And
the process speed is also acceptable. What’s more, the whole
gaze tracking procedure is noninvasive and does not need a

TABLE I
GAZE TRACKING RESULTS

Subjects Left Screen Right Screen
Dropped/Total number Dropped/Total number

Subject 11 0/20 0/20
Subject 12 1/20 2/20
Subject 13 1/20 0/20
Subject 14 0/19 0/20
Subject 15 0/19 0/20
Subject 16 0/20 0/20
Subject 17 1/18 0/20

calibration process for a new subject, so even infants can be
measured easily in our system.

V. CONCLUSIONS

We present a gaze tracking system and method for mea-
surement of visual acuity. The system is noninvasive and
calibration-free, so even infants can be measured easily. It
only needs a single camera and two NIR light sources, which
are cheap and simple. Experimental results show that the
gaze tracking method is accurate with a speed of about 10
frames per second, which is sufficient for further visual acu-
ity analysis. Possible tracks for further improvements include
subpixel detection of corneal reflections and pupil center,
testing different NIR lights configurations and prediction
models.
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