
 

 

 


 

Abstract - Record linkage is the task of identifying which 

records from one or more data sources refer to the same entity. 

Many record linkage methods were introduced and applied over 

the last decades. In general, the principle is to compare a range 

of available identifier fields in record pairs among different data 

sources, in order to make a linkage decision. The Fellegi-Sunter 

probabilistic record linkage (PRL-FS) is one of the most 

commonly used methods. To obtain a better performance, 

Winkler proposed an enhanced PRL-FS method (PRL-W) that 

takes into account field similarity, but its implementation 

requires the estimation of much more parameters which 

complicates the task. Consequently, we propose to develop a 

method that contains the best features in the PRL-FS and the 

PRL-W methods: simplicity of parameters estimation and 

consideration of fields’ similarities. We hypothesize that our 

record linkage method outperforms the PRL-FS, and can 

achieve a similar performance of the PRL-W. This paper 

presents briefly the PRL-FS and PRL-W methods, and 

describes in details how to combine fields’ similarity scores to 

create a novel record pair weight. Simulated data sets were used 

to assess and to compare these three methods regarding their 

ability to reduce the rates of false matches and false 

non-matches. 

I. INTRODUCTION 

To obtain a more complete patient’s medical history 
whether in the context of care delivery or epidemiological 
studies, correctly and efficiently linking the same patient’s 
data is crucial. Usually, different healthcare databases do not 
share a unique patient identifier, except the social security 
number. But the use of this number to link patient’s data is not 
allowed in many countries because of privacy protection 
legislation [1]. In such a case, we can compare a range of 
corresponding identifier fields (e.g. first name, last name, birth 
date and sex) in record pairs among different databases, and 
classify each compared record pair as a match or a non-match 
according to all or a part of its fields’ agreement/disagreement. 
But some fields provide “more information more reliably” 
than others [2], and these fields are possibly subject to 
misspellings and typographical errors [3], [4]. Therefore, we 
need an efficient record linkage method taking into account all 
these factors. 
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The PRL-FS is a commonly used probabilistic record 
linkage method formalized by Fellegi and Sunter [5]. In this 
method, each corresponding field of record pairs is assigned 
an agreement weight and a disagreement weight based on log 
likelihood ratios [6]. For each record pair, a composite weight 
is computed by summing each field’s agreement or 
disagreement weight. When a field agrees (the contents in 
field to compare are the same), the field agreement weight is 
used for computing the composite weight; otherwise the field 
disagreement weight is used. A record pair with a composite 
weight above a certain threshold value is classified as a match, 
while a record pair with a composite weight below a certain 
threshold value is classified as a non-match [7].  

While the PRL-FS method is relatively easy to implement, 
it has a drawback that each field has only two possible 
weights: agreement weight if the field exactly agrees and 
disagreement weight otherwise. For example, in two record 
pairs, the field first name such as (Sebastian, Sebastien) and 
(Sebastian, Joe) are assigned the same weight as both have a 
disagreement between two strings. But the first pair is much 
more likely to refer to the same person than the second pair, 
because the misspellings and typographical errors in fields like 
first name and last name could be reached in more than 30% of 
records [3], [4], [6]. Consequently, Winkler proposed the 
PRL-W method that takes into account field similarity 
(similarity of two strings for a field within a record pair) in the 
calculation of field weights, and proved its outperformance 
over the PRL-FS [8]. 

In the PRL-W method, a similarity score is calculated for 
the string pair in each corresponding field. The higher the 
score, the more similar the string pair, and this score is 
standardized between 0 (no similarity) and 1 (exact 
agreement). The closed interval [0,1] is then partitioned into a 
collection of disjoint subintervals, each compared field is 
assigned an approximate agreement weight depending on 
which subinterval the score falls in [8]. This method can 
provide more information about record pairs for 
discriminating between them in the match/non-match 
classification. Therefore, the introduction of approximate 
agreement weights results in much more parameters to 
estimate. Using the subinterval length chosen by Winkler, 
implementation of this method will require the estimation of 
42 parameters per string field, unlike the PRL-FS where only 2 
parameters per field are needed to estimate. 

Consequently, we propose to develop a record linkage 
method where the record pair weight is computed by a linear 
combination of fields’ similarity scores used in PRL-W 
method. For the coefficients in this linear combination, we 
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choose empirically the fields’ agreement weights used in 
PRL-FS method, which reflect the importance of information 
provided by each field. We hypothesize that the record linkage 
method using linearly combined fields’ similarity scores 
(RL-CS) outperforms the PRL-FS, and can achieve a similar 
performance of the PRL-W. Using simulated data sets, we 
implemented the RL-CS, the PRL-FS and the PRL-W 
methods. Then, we evaluated and compared these three 
methods in their ability to reduce the rates of false matches 
(record pair classified as a match for different persons) and 
false non-matches (record pair classified as a non-match for 
the same person). 

II. MATERIAL AND METHODS 

A. Simulated Data Sets 

To evaluate the performance of record linkage methods, 
which could be applied to data sets with different sizes and 
data qualities, we have to know: (1) the truth of matches 
(record pair belongs to the same person or to different persons 
in reality) to which we can compare our linkage decision 
(record pair is classified as a match or a non-match), and (2) 
the proportion and type of errors in each data sets. Such work 
using real data would require extremely costly verifications 
without being certain to find all the false linkage decisions and 
errors in data sets. Therefore, we chose to use simulated data 
sets to perform our study. 

Fig. 1 shows the key steps for creating our simulated data 
sets. We first generated a sample of NE fictitious records. Each 
record consists of five fields: first name, last name, birth date, 
sex and a unique identifier of record among all data sets. From 
these generated records,    and    records (with       
  ) were randomly drawn without replacement to constitute 
data sets A and B, respectively. Errors were then introduced 
into a proportion of randomly selected records of data sets A 
and B (errors introduction involves only the first four fields in 
record). Both the type and proportion of errors can be 
modulated to construct different data sets that could be 
possibly encountered in real linkage situations. 

 

Figure 1. Simulation of data sets 

The types of errors introduced in our simulated data sets 
were omission, insertion, substitution or transposition of one 
or more characters or numbers among a string in field, these 
types are the most common spelling errors in identifier fields 
according to a patient data validation study [3]. In a data set, 
these errors will occur in a certain proportion of records. In the 

literature, this proportion is ranged from about 8.5% to 36.5% 
in different investigated data sets [1], [3], [9]. Therefore, we 
simulated different data sets, that the error introductions were 
applied to approximately 10%, 20% and 30% of randomly 
selected records in data set. For the distribution of errors 
within these corrupted records, there were 32% errors in first 
name, last name and birth date respectively, and 4% errors in 
sex. A record can have more than one field having errors. In 
our simulated date sets, about 90% records had errors in 1 
field, 9% records had errors in 2 fields, 0.9% records had 
errors in 3 fields and 0.1% records had errors in 4 fields. 

For each configuration (a specified size and error rate for 
data set), the simulation was repeated 100 times, so the 
evaluation of record linkage methods presented for each 
configuration reflects the (average) result of 100 simulations. 

B. Field Similarity Score Computation 

The similarity score used in the PRL-W method is the 
Jaro-Winkler distance [8], which is a measure of similarity 
between two strings (contents in a corresponding field within a 
record pair). The similarity score for two strings is computed 
by taking simultaneously into account the length of each 
string, the number of common characters and the number of 
character transpositions in the two strings [10]. This score is 
normalized between 0 and 1, with 0 reflecting the absence of 
similarity and 1 an exact agreement. We used the string 
comparison function “jarowinkler” in the R package 
“RecordLinkage” for computing the Jaro-Winkler similarity 
score (JWSS) [11], [12]. For example, using the above 
function with default arguments, the JWSS for first names 
pairs (Sebastian, Sebastien) and (Sebastian, Joe) are 0.9556 
and 0.4815, respectively. For the field date of birth, we 
considered its date format values as strings for the similarity 
score computation, the JWSS for date of birth can therefore be 
computed as for names. For the field sex, its values are 
standardized on “M” or “F” with a data pre-processing, so that 
the JWSS for sex can only be 0 or 1. 

To compute the record pair weight in the RL-CS method, 
the JWSS of each field will be linearly combined, and for the 
coefficients in this linear combination, we proposed to use the 
fields’ agreement weights in the PRL-FS method. 

C. Field Agreement Weight in the Fellegi-Sunter Method 

The field agreement weight used in the PRL-FS method 
can represent the importance of information provided by field. 
For example, if there is no error in fields, two persons with the 
same last name are much more likely to refer to the same 
person than two persons with the same sex. Therefore, the last 
name agreement weight should be much higher than the sex 
agreement weight. The field agreement weight is a log 
likelihood ratio based on the m and u probabilities, where m is 
the probability that a field agrees given that the record pair 
belongs to the same person, and u is the probability that a field 
agrees given that the record pair belongs to different persons 
[13]. For a given record pair, if field i agrees, then the weight 
for this field is 

             ⁄                               (1) 

The estimation of m and u probabilities can be performed 
with the expectation maximization (EM) algorithm. 
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D. Parameters Estimation 

Using the simulated data sets where the truth of matches is 
known, it would be straightforward to compute the parameters 
   and    as: 

   
                                                            

                                       
 

   
                                                              

                                         
 

 

In addition, we also need to compute the parameter p (the 
proportion of pairs involving the same person within all 
possible record pairs of the two data sets), which can be used 
to establish the decision threshold to classify record pairs as 
matches or non-matches [7]. 

However, in practice, the truth of matches is unknown. 
The EM algorithm -a method for finding maximum likelihood 
estimates of parameters in probabilistic models with 
unobserved variables- can thus be used to estimate the 
parameters m, u and p. This method starts with a reasonable 
initial guess of the parameters. The E step is to calculate the 
expectation of the likelihood function using the current 
parameters. The M step is to maximize the likelihood function 
using the expected value computed on the E step to obtain new 
parameters. We iterate the E and M steps until the parameters 
converge [14]–[16]. 

The data log-likelihood is [17]:  
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where: 
    unobserved value indicating whether or not the record pair j 

belongs to the same person (this value should be 1 if the record pair j 

belongs to the same person; 0 otherwise) 

  
 
  observed agreement or disagreement of the field i in the record 

pair j (1 for agreement, 0 for disagreement) 

   total number of record pairs 

   total number of fields 

For the E step, the expectation of    is computed as 

follows [17]:  
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For the M step, by equating the partial derivatives (for each 

of the parameters m, u and p) of the function (3) to zero, the 
unknown parameters can be estimated [17]:  
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In our study, initial values for the parameters   ,    and p 
were 0.5, 0.1 and 0.0001, respectively; convergence criterion 
was the difference between values of estimated parameters in 
two consecutive iterations less than 10

-8
. The    and 

   estimated in the last iteration will be used to compute the 

field weight   . 

E. Record Pair Weight Computation  

We proposed to compute the weight for record pair j as 
follows: 

   ∑         
  

                               (7) 

In this weight computation, the importance of information 
provided by each field (  ) is constant, which is determined 
by (1). For each record pair, its fields’ JWSS are calculated, 

we denote the JWSS of field i within record pair j as      
 
. 

The weight for record pair j represents a linear combination 

of       
 
. 

F. Record Pair Classification 

In a record linkage process for data sets A and B, we 
compared each record from data set A with all records in the 
data set B, so that       record pairs were compared, and 

each of them is assigned a weight (  ). Record pairs were then 
classified as matches or non-matches according to a given 
decision threshold (record pairs with weights above the 
threshold are considered as matches; record pairs with weight 
below the threshold are considered as non-matches). 

Basing on the truth of matches, the optimal decision 
threshold is easy to find using a ROC-analysis [18]. As this 
information is unknown in practice, we used the estimated 
value of   to choose a decision threshold. The number of pairs 
involving the same person in all possible record pairs between 
data sets A and B can be calculated by        . Sorting 

record pairs according to their weight (  ) into ascending 
order, it seems reasonable to choose a decision threshold value 

near the weight of the              
   ordered record 

pair. 

G. Evaluation and comparison of record linkage methods 

With the same data sets A and B, we performed record 

linkage process by using each of PRL-FS, PRL-W and 

RL-CS methods. The implementation of the PRL-FS method 

is frequently presented in the literature [17], [19]–[21]. We 

described in details how to implement the PRL-W method in 

a previous paper [22]. The RL-CS was implemented using 

record pair weight    and estimated p. Finally, we compared 

these methods in their ability to reduce the number of falsely 

classified record pairs. 

In our study, the comparisons were performed using data 
sets with different configurations (size and proportion of 
errors for data set). We have chosen the following 
configurations in data sets A and B: number of records equal 
to                 ; errors in 10%, 20% and 30% of 
records in each data set. For each configuration, the 
simulations of data sets A and B were repeated 100 times. 

III. RESULTS 

The following results were for linkage scenario   =1000, 
  =1000 and errors in 30% of records. Fig. 2 shows the 
numbers of falsely classified record pairs (out of 10

6
 compared 

record pairs) in 100 “runs”, carried out by the three record 
linkage methods. We can observe that the RL-CS and the 
PRL-W had a similar performance, and both of them 
outperformed the PRL-FS. 
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Using PRL-FS, PRL-W and RL-CS methods, they 
produced 71.8, 12.1 and 11.8 falsely classified record pairs in 
average in 100 simulations, and their standard deviations 
were 16.5, 8.7 and 6.8, respectively.  

 

Figure 2. Numbers of falsely classified record pairs 

In addition, we compared the computational time of these 

three methods. We used the computer having a CPU of 

Intel(R) Xeon(R) E5-2620, 2.0 GHz, and 16 GB RAM. The 

computational times of PRL-FS, PRL-W and RL-CS methods 

were 34.3, 75.6 and 36.6 minutes in average in 100 

simulations, respectively. Among the three methods, the 

PL-CS is the most efficient and stable method to reduce 

falsely classified record pairs. 

IV. DISCUSSION AND CONCLUSION 

Using simulated data sets with different configurations, we 

have proven our hypothesis that the RL-CS outperforms the 

PRL-FS and can achieve a similar performance to the 

PRL-W. The PRL-W is based on a strong theoretical 

foundation, but we preferred the RL-CS because of the 

simplicity of its implementation: 2 parameters to estimate per 

field instead of 42 in the PRL-W. The RL-CS has also the 

advantage to take into account both the importance of 

information provided by each field and the field similarity. 

In our study, the parameters (m, u and p) used in each 

method were obtained by estimations. The performances of 

these record linkage methods could be dependent on 

estimator’s performance. We compared therefore the results 

of the linkages using estimated and observed parameters. In 

each linkage, the use of estimated and observed m and u (for 

weight computation) led to the same numbers of false 

matches and false non-matches; the use of observed p (for 

threshold choice) led in general to more accurate decisions. 

This study illustrates the linear combination of fields’ 
JWSS for creating a novel record pair weight, and 
demonstrates the outperformance of the RL-CS method by 
using simulated data sets. The data simulation is performed 
according to some common spelling errors and the proportion 
of errors in databases presented in the literature, but the 
simulated error types are far from exhaustive. For example, 
the inversion between first and last name or between maiden 
and married name might be common errors; the problem of 
missing data in fields also occurs frequently [23], which we 
should integrate into our future developments. Furthermore, 
as we cannot anticipate all possible scenarios in a real linkage 

work, a sampling method defining the types and rates of error 
in the current data sets would be highly desirable to adapt and 
improve the RL-CS to a specific context.  
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