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Abstract— Current studies have produced a plethora of
remote health monitoring (RHM) systems designed to enhance
the care of patients with chronic diseases. Many RHM systems
are designed to improve patient risk factors for cardiovascular
disease, including physiological parameters such as body mass
index (BMI) and waist circumference, and lipid profiles such
as low density lipoprotein (LDL) and high density lipoprotein
(HDL). There are several patient characteristics that could
be determining factors for a patient’s RHM outcome success,
but these characteristics have been largely unidentified. In this
paper, we analyze results from an RHM system deployed in a six
month Women’s Heart Health study of 90 patients, and apply
advanced feature selection and machine learning algorithms to
identify patients’ key baseline contextual features and build
effective prediction models that help determine RHM outcome
success. We introduce Wanda-CVD, a smartphone-based RHM
system designed to help participants with cardiovascular disease
risk factors by motivating participants through wireless coach-
ing using feedback and prompts as social support. We analyze
key contextual features that secure positive patient outcomes in
both physiological parameters and lipid profiles. Results from
the Women’s Heart Health study show that health threat of
heart disease, quality of life, family history, stress factors, social
support, and anxiety at baseline all help predict patient RHM
outcome success.

I. INTRODUCTION

Cardiovascular disease (CVD) remains the leading cause
of death for both men and women [1]. But adopting lifestyle
habits of healthy eating, exercise and self-management skills
can greatly reduce the risk of CVD. Studies on the efficacy
of remote health monitoring (RHM) systems continue to be
mixed. RHM systems are increasingly proving to be effective
in saving costs, reducing illness, and prolonging life [2].
However, providers remain skeptical about the benefits of
RHM systems claiming limited evidence, where some studies
have produced disappointing results [3]. Since we cannot
claim RHM systems work for everyone, can we predict who
will benefit from an RHM system? We attempt to investi-
gate whether there are certain patient contextual features or
characteristics that can aid in determining RHM outcome
success. This type of information can guide us in improving
our understanding of potential motivators that can enhance
lifestyle changes and improve human behavior.

We designed a RHM system named Wanda-CVD that is
smartphone-based and designed to provide wireless coaching
and social support to participants. Wanda-CVD was de-
ployed in a six-month study of 90 young black women with
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cardiovascular disease risk factors in an attempt to reduce
risk factors as a preventive measure in accordance with
the Institute of Medicine Report and the goals of Healthy
People 2020 [4]. While the majority of the participants in the
Women’s Heart Health study resulted in positive outcomes,
many also did not benefit. We analyze the outcome of the
six-month study in comparison to baseline to find predictors
of RHM outcome success.

This work will not only help better understand which
people succeed using RHM systems, but also create a mini-
mal subset of questions to screen patients prior to enrolling
them in an ongoing RHM system. This could save time and
resources, and help us learn how to mold our current health
monitoring systems to suit different populations. Because
dropout rates increase with questionnaire length, developing
such a prediction model that does not require much patient
contribution could also aid in identifying important questions
that relate to the objectives and success criteria of a new
study [5].

II. RELATED WORK

Chronic conditions have been perceived as a unique mar-
ket for the use of smartphone applications [6]. A recent
review of over 60 studies found chronic conditions such
as diabetes mellitus and cardiovascular disease have always
been perceived as a special ‘niche market’ for smartphone
apps [7]. Despite the increasing research on RHM systems,
it remains to be seen whether the technical feasibility and
effectiveness of such systems can generate optimal patient
outcomes and prevent chronic disease in a cost effective
manner [3]. Results from a RHM smartphone-based study on
134 patients with heart failure hospitalization matched with
134 control patients show high correlation between increases
in body weight and hospitalization for heart failure beginning
at least 1 week before admission [8].

Several RHM studies report patient characteristics of suc-
cessful participants, however there is no research in the area
of predicting outcome success based on a subset of patient
contextual characteristics. In this paper we attempt to identify
key contextual features that help predict participant outcome
success based on BMI, waist circumference, LDL, and HDL.

This paper is organized as follows. Section III presents the
Wanda-CVD system, and Section IV describes the details
of the Women’s Heart Health study. Section V describes
the baseline questionnaires used in the study along with
the definition of outcome success. Section VI discusses the
machine learning framework used to predict RHM outcomes
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Fig. 1. Wanda-CVD System Architecture

success. Section VII provides results and discussion regard-
ing the essential features selected and the accuracy with
which these predictive models predict participant outcome
success. Finally, we conclude in Section VIII.

III. REMOTE HEALTH MONITORING SYSTEM

There are several key components in the complete design
of the Wanda-CVD system illustrated in Figure 1. The
first component is the Android-based smartphone application
designed as a means to collect data from the user, while
displaying clinician feedback to the user. Using embedded
sensors, Bluetooth, and Wi-Fi/cellular network technology,
the smartphone application can be programmed to connect
to many stand-alone patient monitoring systems. The applica-
tion then transmits this information for storage to a backend
server, and machine learning algorithms process the data
to identify patterns and learn patient models. The system
also provides wireless coaching in the form of automated
messages prompting the user to take certain actions, such
as measuring their blood pressure or reminding them to
increase exercise intensity. The server provides a graphical
user interface in the form of both a web- and tablet-based
portal to supervising nurses to provide a visual cue and
summary of what is happening with each patient, alerting
them when a matter requires their attention.

IV. WOMEN’S HEART HEALTH STUDY

Our system has been deployed in the Women’s Heart
Health Study [9], [10], which is a UCLA IRB approved
study of 90 young black women aged 25-45 years who have
a minimum of two risk factors for CVD. In this study, 45
participants comprised the intervention group and received
nutrition and lifestyle education and a smartphone-based
remote monitoring system. The control group received usual
care, including limited education and no technology and
wireless coaching. After completion of baseline screening
of cholesterol levels, blood pressure, and BMI; demographic
and psychosocial questionnaires; and the educational classes,
the participants were taught how to wear and manage the

phones and blood pressure monitors. They were told that
the primary purpose of the smartphone was to track their
physical activity while providing a user interface and a
mechanism for automated feedback.

V. BASELINE QUESTIONNAIRE AND OUTCOMES

During the face-to-face baseline and 3- and 6-months
visits, physiological as well as psychological outcomes were
measured via anthropometric measures, questionnaires, and
a software program. We focus on predicting success in
the following four outcomes: waist circumference (WAIST-
C), BMI, and LDL and HDL profiles. Table I lists the
measurements taken, most in the form of questionnaires
provided to the participants at baseline. The questionnaires
are grouped into categories such as: participant family history
(FAMHX), participant anxiety (BRIEFS) [11], participant
depressive symptoms (PHQ), participant quality of life (SF),
stress levels (STRESS), participant’s perceived threat of heart
disease (PMT) [12], and participant’s available social support
group (SOCSUP) [13]. Our goal is to identify a subset of
the questions that aim to determine participant CVD study
outcome success. Table II shows the rules that were used as
the definition of success for each specific outcome.

VI. PREDICTING OUTCOME SUCCESS

The conventional feature selection algorithms usually fo-
cus on specific metrics to quantify relevance and/or redun-
dancy to find the smallest subset of features that provides
the maximum amount of useful information for prediction.
Applying an effective feature selection algorithm not only
decreases the computational complexity of the system by
reducing dimensionality and eliminating redundancy, but also
increases classifier performance by deleting irrelevant and
confusing information.

The two most well-known feature selection categories are
the filter and wrapper methods. Filter methods use a specific
metric to score each individual feature (or a subset of features
together), and are usually fast and much less computationally
intensive. Wrapper methods usually utilize a classifier to
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TABLE I
BASELINE MEASUREMENTS AND QUESTIONNAIRES

Acronym Measurements Purpose

Clinical Measures Waist, BMI, BP, Lipids

FAMHX Demographics-
Health History Family & Medical

BRIEFS Brief Symptom Inventory Anxiety

PHQ Patient Health
Questionnaire Depressive Symptoms

MOSSAS Medical Outcomes
Study-SAS Adherence

SF MOS-SF-12 Quality of Life

PMT Protection Motivation
Theory

Health threat of heart
disease self efficacy

STRESS INTERHEART STRESS Stress

SOCSUP Perceived Social
Support Scale Social Support

TABLE II
DEFINING OUTCOME SUCCESS AND FAILURE

Outcome Success
Body mass index (BMI) If BMI Loss > 1 Ib/inch2

Waist Circumference (WC) If WC Loss >= 1 inch

High density lipoprotein (HDL) If HDL increases
Low density lipoprotein (LDL) If LDL decreases

evaluate feature subsets in an iterative manner according to
their predictive power [14], and then the optimal feature
subset and classifier combination is selected. We applied
the wrapper method, testing using 10-fold cross validation
on multiple combinations of feature subsets and classifiers,
including: k-Nearest Neighbors (kNN, with k=1 and k=3),
Bayesian Networks (BayesNet), Support Vector Machines
(SVM), Random Forest (with n= 10, 50, and 100 trees), C4.5
Decision Trees (C4.5DT). Figure 2 provides an illustration
of the system architecture, where an optimal feature subset
and classifier is trained based on baseline questionnaires to
distinguish between participants that succeed and fail in the
study.

VII. RESULTS AND DISCUSSION

The results of the six month trial show the following
benefits in outcomes: 49% of the participants lost waist
circumference, 30% decreased their BMI, 60% increased
their HDL levels, and 55% decreased their LDL levels.

After performing feature selection for each of the mea-
sured outcomes, we found that the Random Forest classifier
with 100 trees provided the fastest and most accurate predic-
tion results for our dataset. Random Forest is an ensemble
learning classification method comprising a collection of
decision tree predictors operating based on independent and
identically distributed random vectors. In this process, each
tree casts a unit vote for the most popular class [15], [16] .
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Fig. 2. Wanda-CVD Prediction Methodology

The classifier then assigns a probability to each data sample.
We adjusted cut-off thresholds on the probability to generate
labels for each sample, and false positive and true positive
rates for each cut-off point.

We then generated Receiver Operating Characteristic
(ROC) curves to evaluate the performance of each classifier.
The area under the curve (AUC) is then used to measure
the discrimination, or the ability of the classifier to correctly
classify RHM participant outcome success for each outcome
category. Figure 3 provides ROC curves for WAIST-C, BMI,
and the HDL and LDL lipid profiles. We see the AUC
for WAIST-C is excellent at 92.4%, as are those for the
HDL and LDL predictors (91% and 83%, respectively),
while the AUC for BMI is at 73%. The worse predictor for
BMI could potentially be attributed to greater challenge in
predicting weight loss; it also further bolsters prior research
concluding that waist circumference is more closely linked
to cardiovascular disease risk factors than is BMI [17]. The
remainder of this section discusses the features selected for
each predictor.

A. Waist Circumference

Approximately 48% of the participants lost at-least one
inch from their waist circumference after the six-month
intervention. The most prominent features were associated
with the following categories: PMT, insurance coverage,
Medical Outcomes Study (SF-12), and family history of
medical disease. When generating the predictor, the fol-
lowing features were selected using the Pearson correlation
coefficient, resulting in a 92.4% AUC predictor for waist
circumference:

1) PMT14: (Thoughts about your health) I only know
how to cook with salt and fat. Response ranged from
”Strongly Agree” to ”Strongly Disagree.”
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Fig. 3. ROC curves with corresponding AUC to measure performance of
each predictor corresponding to each of the following outcomes: WAIST-C,
BMI, and lipid profile (HDL, LDL).

2) INSURA: (General Information) Are you currently
covered by any of the following health insurances?
Government insurance (Medicare, Medicaid, Veteran’s
Administration health plan, military medical plan, or
other government-reimbursed care). The binary re-
sponse is either ”Yes” or ”No.”

3) SF-3A: During the past 4 weeks, how much of the
time have you had a problem with your work or other
regular daily activities as a result of your physical
health, and accomplished less than you would like?
Response ranged from ”All of the time” to ”None of
the time.”

4) FAMHX: Grandparents having Stroke/TIA or a Mother
with Heart Disease.

All participants who answered closer to disagree for a
question regarding only knowing how to cook with salt and
fat did well in the study, while those who agreed with this
statement were unsuccessful at a reduction in waist circum-
ference. Of those participants who had functional problems
at work or while performing daily activities, 40% benefitted
from the study and succeeded in the WAIST-C outcome.
In addition, participants with first degree relatives having
a stroke or heart disease (FAMHX) also were successful
at reducing their waist circumference, as were those with
government insurance and low income.

Motivation is defined as the force that initiates, guides and
maintains goal-directed behavior, and a protection motivation
theory postulates the three crucial components of a fear
appeal to be (a) the magnitude of noxiousness of a depicted
event, (b) the probability of that event’s occurrence, and (c)
the efficacy of a protective response [12]. Family history,
especially in the form of a first-degree relative with a stroke
or some other sequel to heart disease, such as heart failure,
seems to have been successful motivation for some of the
participants regarding WAIST-C outcome, and may have
caused them to take action.

B. Body mass index (BMI)

Approximately 30% of the participants lost at least 1
Lb/inch2 after the six month intervention, 57% of whom
also lost waist circumference. The most prominent features
were associated with the categories STRESS and SOCSUP.
When generating the predictor the following features were
selected using the Pearson correlation coefficient, resulting
in a 73% AUC predictor for BMI:

1) STRESS4: Have you experienced a major life event in
the past year such as marital separation, divorce, loss
of job, retirement, business failure, violence, death or
major injury or illness of a close family member, death
of a spouse or other major stress? Response is binary,
either ”Yes” or ”No.”

2) STRESS1: Do you experience stress at home? Re-
sponse ranged from ”Never experienced stress at
home,” to ”Have permanent stress at home.”

3) SOCSUP7: I can count on my friends when things
go wrong. Response ranged from ”Strongly Agree” to
”Strongly Disagree.”

89% of the participants that experienced a major life event
in the past year (STRESS4) did not succeed in decreasing
their BMI. All the participants that responded confirming
permanent or several periods of stress at home did not
succeed in decreasing their BMI, and the 86% that did
succeed in decreasing BMI experienced less stress at home.
With the exception of one, all participants who succeeded
in decreasing BMI had a friend they could count on (SOC-
SUP7).

C. Lipid Profile: HDL

Approximately 58% of the participants succeeded in in-
creasing their HDL levels. The features that were most
important in predicting success in HDL outcomes included:
PMT29, PMT23, MOSSAS9, SF3B, and PHQ9. When gen-
erating the predictor, the following features were selected,
resulting in a 91% AUC predictor for HDL:

1) PMT29: My family won’t eat healthy foods even if I
cook them. Response ranged from ”Strongly Agree”
to ”Strongly Disagree.”

2) PMT23: If I want to, I can eat foods with less salt
and fat. Response ranged from ”Strongly Agree” to
”Strongly Disagree.”

3) MOSSAS9: Limit sodium in diet (ate less than 2500mg
per day). Response ranged from ”All the time” to
”None of the time.”

4) SF3B: During the past 4 weeks, how much of the time
have you had this problem with your work or other
regular daily activities as a result of your physical
health? Were limited in the kind of work or other
activities. Response ranged from ”All of the time” to
”None of the time.”

5) PHQ9: Thoughts that you would be better off dead
or of hurting yourself in some way. Response ranged
from ”Not at all” to ”Nearly every day.”
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We see here that PMT is also an important feature in
predicting HDL levels. Another important predictor was
adherence to diet. Participants who limited their sodium
intake were successful in increasing their HDL levels, where-
as those who had functional problems at work or while
performing daily activities did not succeed in predicting HDL
outcome, and neither did those who had thoughts of being
dead or hurting themselves (PHQ9).

D. Lipid Profile: LDL

Approximately 57% of the participants reduced their LDL
levels. The features that were most important in predicting
success in LDL outcomes included: BRIEFS2, BRIEFS5,
PHQ4, PHQ7, PMT25, and PMT20. When generating the
predictor, the following features were selected, and resulted
in a 83% AUC predictor for LDL:

1) BRIEFS2: How much were you distressed by being:
Suddenly scared for no reason. Response ranged from
”Not at all” to ”Extremely.”

2) BRIEFS5: How much were you distressed by spells or
terror or panic. Response ranged from ”Not at all” to
”Extremely.”

3) PHQ4: Over the last 2 weeks, how often have you
been bothered by: Feeling tired or having little energy.
Response ranged from ”Not at all” to ”Nearly every
day.”

4) PHQ7: Over the last 2 weeks, how often have you been
bothered by having: Trouble concentrating on things,
such as reading the newspaper or watching television.
Response ranged from ”Not at all” to ”Nearly every
day.”

5) PMT20: My chances of having a heart disease are
very small. Response ranged from ”Strongly Agree”
to ”Strongly Disagree.”

6) PMT25: Compared to other people my age, my
chances of getting heart disease in the future are not
very high. Response ranged from ”Strongly Agree” to
”Strongly Disagree.”

The participants who often reported high anxiety as a
result of distress from sudden fear (BRIEFS2) failed to
decrease their LDL levels. Participants distressed by spells
of terror or panic (BRIEFS5), 83%, failed to decrease their
LDL levels. 75% of the participants that had responded closer
to ”Often” regarding feeling tired or having little energy
(PHQ4) failed in the LDL outcome. Also, all the participants
who had trouble concentrating on things such as reading the
newspaper or watching television also failed in decreasing
their LDL levels.

VIII. CONCLUSION

Results of this study show the potential benefit gained
from a remote health monitoring system in reducing CVD
risk factors. We provide results for a six month Women’s
Heart Health study showing the potential of an RHM system
to reduce certain CVD risk factors in young black women
ages 25 to 45. We deployed feature extraction and classi-
fication algorithms to design a predictor of RHM outcome

success. The predictors for BMI, WAIST-C, HDL, and LDL
resulted in AUC values of 92.4%, 73%, 91%, and 83%,
respectively. The features were selected from the following
baseline contextual measurements: health threat of heart
disease, quality of life, family history of disease, stress, social
support, study adherence, and anxiety, and show promise in
the potential of a subset of features to predict RHM outcome
success.
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