
  

 

I. INTRODUCTION 

 

Abstract—The global prevalence of diabetes is rapidly 
increasing. Studies support screening and interventions for 
pre-diabetes, which results in serious complications and diabetes. 
This study aimed at developing an intelligence-based screening 
model for pre-diabetes that could assist with decreasing the 
prevalence of diabetes through early identification and 
subsequent interventions. Data from the Korean National Health 
and Nutrition Examination Survey (KNHANES) were used, 
excluding subjects with diabetes. The KNHANES 2010 data (n = 
4,685) were used for training and internal validation, while data 
from KNHANES 2011 (n = 4,566) were used for external 
validation. We developed a model to screen for pre-diabetes 
using support vector machine (SVM), and performed a 
systematic evaluation of the SVM model using internal and 
external validation. We compared the performance of the SVM 
model with that of a screening score model based on logistic 
regression analysis for pre-diabetes that had been developed 
previously. Backward elimination logistic regression resulted in 
associations between pre-diabetes and age, sex, waist 
circumference, body mass index, alcohol intake, family history of 
diabetes, and hypertension. The areas under the curves (AUCs) 
for the SVM model in the internal and external datasets were 
0.761 and 0.731, respectively, while the AUCs for the screening 
score model were 0.734 and 0.712, respectively. The SVM model 
developed in this study performed better than the screening 
score model that had been developed previously and may be 
more effective for pre-diabetes screening. 

The prevalence of type 2 diabetes is dramatically 
increasing, resulting in a global public health issue [1]. The 
prevalence of diabetes was estimated at 285 million or 6.4% 
of adults in the world in 2010 [2], and this prevalence is 
expected to rise to 552 million by 2030 [3]. The increasing 
rates of obesity are expected to result in a faster increase in the 
prevalence of type 2 diabetes in the future. However, owing to 
the absence of symptoms and/or disease-related knowledge, 
especially regarding the risk factors, diabetes often goes 
undetected, and approximately one-third of people with 
diabetes are not aware of their status [4]. Therefore, a simple, 
accurate screening method is needed. Historically, the 
majority of the clinical screening methods consisted of 
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surveys developed using logistic regression analyses to 
predict diabetes [5], [6]. 

Pre-diabetes  was first recognized as an intermediate 
diagnosis and indication of a relatively high risk for the future 
development of diabetes by the Expert Committee on 
Diagnosis and Classification of Diabetes Mellitus in 1997 [7], 
and it has been reported that approximately 5–10% of patients 
with untreated pre-diabetes subsequently develop diabetes [8]. 
This is significant considering that pre-diabetes was estimated 
to affect 4.9 million people, accounting for 17.4% of Korean 
adults, in 2005 [4], with a further 35% of adults in the US with 
pre-diabetes in 2008 [9]. The definition of pre-diabetes 
includes an impaired fasting plasma glucose (FPG) level in the 
range of 100–125 mg/dL (5.6–6.9 mmol/L) or impaired 
glucose tolerance (oral glucose tolerance test [OGTT] 2-h 
measurement in the range of 140–199 mg/dL [7.8–11.0 
mmol/L]) [7]. Similar to diabetes, the risk of microvascular 
complications is increased with pre-diabetes [10], and the risk 
for cardiovascular disease and total mortality is almost twice 
as high in individuals with pre-diabetes [11]. Early diagnosis 
and intervention for pre-diabetes could prevent these 
complications, delay or prevent the transition to diabetes 
[1]-[3], and be cost-effective. 

In this study, we aimed to develop and validate a model to 
predict pre-diabetes using support vector machine (SVM) 
method, which could be effective as simple and accurate 
screening tool. The SVM model performance was compared 
to that of the screening score model for pre-diabetes based on 
the screening score for diabetes by Lee et al. [5], with respect 
to accuracy and area under the curve (AUC) of the receiver 
operating characteristic (ROC). 

II. MATERIALS AND METHODS 

A. Data source and subjects 
Data from the Korean National Health and Nutrition 

Examination Survey (KNHANES) 2010 and 2011were used 
to develop and validate, respectively, the SVM model for 
pre-diabetes. The KNHANES is a cross-sectional survey that 
includes approximately 800 questions; it is conducted by the 
Division of Chronic Disease Surveillance, Korea Centers for 
Disease Control and Prevention. 

The KNHANES 2010 included 8,958 subjects, for which 
the following exclusion criteria applied: <20 years of age [n = 
2,293]; missing data for waist circumference, smoking status, 
alcohol intake, body mass index (BMI), physical activity, or 
family history of diabetes [n = 1,321]; or undetermined 
diabetes or hypertension status [n = 256]. Of the remaining 
5,088 subjects, 403 subjects with diabetes and undiagnosed 
diabetes were also excluded from the study, resulting in 4,685 
subjects who were included. A similar process was used with 
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the data from KNHANES 2011, which resulted in 4,566 
subjects. The subjects of the KNHANES 2010 and 2011 data 
sets were not overlapped. 

Fig. 1 illustrates the study flow. The development dataset 
from KNHANES 2010 was randomly divided into training 
and internal validation sets using a 2:1 ratio. The training set 
(n = 3,134) was used to construct the SVM model. The 
internal validation set (n = 1,551) was used to assess the 
ability to predict pre-diabetes. Additionally, data from 
KNHANES 2011 were used as an external validation set (n = 
4,566). All individuals in the surveys participated voluntarily, 
and informed consent was obtained from all participants. The 
survey protocol was approved by the Institutional Review 
Board of the Korean Centers for Disease Control and 
Prevention. 

 

 

B. Risk factors 
We adopted the most frequently used 9 variables from 

previous studies regarding diabetes prediction models: age, 
gender, family history of diabetes, hypertension, alcohol 
intake, BMI, smoking status, waist circumference, and 
physical activity [5], [6]. FPG was determined using glucose 
levels that were collected following ≥8 hours of fasting . 
Pre-diabetes was defined as impaired FPG: 100 mg/dL ≤ FPG 
< 126 mg/dL. Diabetes was defined as FPG ≥126 mg/dL or 
non-fasting plasma glucose ≥200 mg/dL [7]. A family history 
of diabetes was limited to parents and siblings. Hypertension 
was defined as systolic blood pressure (SBP) >140 mmHg, 
diastolic blood pressure (DBP) >90 mmHg, or use of 
medication for blood pressure control [5]. Alcohol intake was 
calculated using 2 questions: (1) alcohol consumption 
frequency during the previous 12 months, and (2) average 
number of drinks on those days. The amount of alcohol was 
calculated based on the number of glasses, regardless of the 
kind of beverage, assuming that the amount of alcohol was 
approximately the same in each glass (approximately 8 g 
alcohol per glass). Smoking status was divided into “currently 
smoking regularly” and “others,” with the latter group 

including subjects who had never smoked or had quit smoking. 
The subjects who answered more than “moderate”  to the 
question “how intense is your everyday activity?” were 
considered as physically active. 

C. Support vector machine model 
SVM maps data to a higher dimensional space through a 

kernel function that linearly separates data patterns. The data 
are separated into 2 groups by the training data referred to as a 
support vector. SVM models are determined by choosing the 
maximum-margin hyper plane with the nearest support vector 
of the 2 groups [12]. SVM improves the accuracy of a model 
through the optimization of separating space using the kernel 
function, but one of the disadvantages of SVM is that it 
requires many trials to construct an optimal SVM model in 
comparison with other machine learning techniques [13].  

The SVM was trained with 7 risk factors including age, 
gender, waist circumference, BMI, family history of diabetes, 
hypertension, and alcohol intake, which were selected using 
backward logistic regression. To obtain the optimal model, we 
adopted a grid search in which a range of parameter values 
(penalty parameter [C] of 0.01, 0.1, 1, 10, and 100 and scaling 
factor [σ] of 0.001, 0.01, 0.1, 1, 10, and 100) was tested using 
the 10-fold cross-validation strategy. The optimal parameter 
values with a C of 10 and σ of 10 for SVM using the Gaussian 
kernel function were obtained. The SVMs model were 
constructed using MATLAB Version 2012a (Mathworks Inc., 
Natick, MA). 

D.  Screening score of our models for pre-diabetes 
The model constructed by SVM were compared with a 

previously developed screening survey to prove performance 
of our model and the possibility of their use in real situations. 
For this purpose, we used a screening score model for diabetes 
for the Korean population constructed by Lee et al. [5]; we felt 
this was appropriate because both studies constructed models 
for the Korean population. Lee et al. used data from 
KNHANES 2001 and 2005 for training and data from 
KNHANES 2007 and 2008 for external validation. In addition, 
the screening score model by Lee et al. used very similar risk 
factors to ours, with the exception of current smoking status. 
Those 6 variables independently associated with undiagnosed 
diabetes were chosen for their model: age, family history of 
diabetes, hypertension, waist circumference, smoking, and 
alcohol intake.  

The risk score was assigned according to the odds ratio for 
each risk factor in the logistic regression model defined by 
Lee et al. [5]. Within the total score range of 0–11 points, a 
cut-off score of ≥5 points was selected to indicate an 
individual at high risk for undiagnosed diabetes; this cut-off 
resulted in the highest value for the Youden index. The 6 risk 
factors jointly yielded an AUC of 0.730 for both the internal 
and external validation sets [5]. To compare with our SVM 
model for pre-diabetes, we constructed a new screening score 
model for pre-diabetes by adjusting the cut-off point value 
based on our definition of pre-diabetes (100 mg/dL ≤ FPG 
<126 mg/dL), given that the screening score for diabetes used 
by Lee et al. was based on FPG ≥126 mg/dL [5]. The 
screening score for pre-diabetes was designed with the same 

 

Figure 1.  Chart depicting the flow of data from the KNHANES 2010 and 
2011 to develop and validate, respectively, a pre-diabetes model. 
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risk score model of the 6 risk factors using our training set for 
pre-diabetes (KNHANES 2010) and the Youden index; as a 
result, a cut-off score of ≥5 points was identified to indicate an 
individual with pre-diabetes.  

E.  Statistical analyses 
Characteristics of the data from the KNHANES 2010 in 

different pre-diabetes statuses are summarized by descriptive 
statistics. For comparison between normal glucose tolerance 
and impaired fasting glucose, the continuous and categorical 
characteristics were tested using t-test and chi-square test, 
respectively. 

To obtain the optimal variables for the prediction model, 
backward logistic regression was performed with the training 
set. Each step of the backward regression excluded the 
variables without a statistically meaningful correlation with 
the outcome, pre-diabetes. Three steps of backward regression 
were executed, and the selected 7 variables were age, BMI, 
hypertension, gender, alcohol intake, waist circumference, 
and family history of diabetes. The Hosmer-Lemeshow test 
resulted in a p-value of 0.132, indicating that the chosen 
variables were well-fitted. 

ROC curve analysis is the most commonly used method in 
clinical analysis to establish an optimal cut-off point [14]. 
Therefore, we generated ROC curves and the selected cut-off 
points that maximized the Youden index [15] to compare the 
performance of our optimal SVM model with that of the 
screening score model for pre-diabetes based on the screening 
score by Lee et al. [5], using our internal and external 
validation sets. Following the ROC analysis, the AUC, 
accuracy, sensitivity, and specificity of our SVM model and 
screening score model for pre-diabetes were calculated. We 
used SPSS 20.0 (IBM Corp, Armonk, NY) for statistical 
analysis and MedCalc 12.4 (MedCalc Inc., Mariakerke, 
Belgium) for ROC analysis. Statistical significance was set at 
p < 0.05. 

III. RESULT 

A. Characteristics of the development dataset 
The characteristics of the KNHANES 2010 data are 

summarized in Table I. The variables that were significantly 
related to pre-diabetes were age, gender, family history of 
diabetes, alcohol intake, BMI, waist circumference, FPG, 
systolic and diastolic blood pressures, and hypertension. 

B. Performance of the SVM model 
Cross-validation of the optimal SVM parameters with the 

training set resulted in an AUC of 0.742 and accuracy of 
69.9%. These results are not included in Table II. The similar 
performance observed between the training and validation 
sets indicates that the trained model was not over-fitting. 

With both the internal and external validation sets, our 
SVM model showed better performance than the existing 
screening score model using logistic regression, especially in 
terms of AUC, which is known as a better predictor than 
accuracy in evaluating learning algorithms [16] (Table II). 

 

 

IV. DISCUSSION AND CONCLUSION 

The results of the present study indicate that the SVM 
model that we developed to predict pre-diabetes, defined as 
impaired FPG, performed better than the existing clinical 
screening score model, as indicated by the AUC and accuracy 
measures (Table III). The SVM model performed particularly 
well due to the ability of SVM to efficiently find a unique 
optimal solution, incorporate multiple types of data with a 
degree of flexibility, and model nonlinear patterns [17]. 

Although similar statistical analyses were conducted (i.e., 
backward regression models), there were slight differences in 
the variables included in the present study and those in the 

TABLE II.  PERFORMANCE OF SVM AND SCREENING SCORE BY LEE FOR 
INTERNAL AND EXTERNAL VALIDATION SETS FOR PREDICTING PRE-DIABETES 

Dataset Screening 
method AUC Acc. 

(%) 
Sen. 
(%) 

Spec. 
(%) 

Internal  
validation set 
(n=1,551) 

SVM 0.761 64.9 78.9 61.2 

Screening 
score 0.734 63.4 76.1 60.0 

External 
validation set  
(n=4,566) 

SVM 0.731 66.1 69.4 65.3 

Screening 
score 0.712 59.9 74.3 56.4 

AUC : area under the curve, Acc. : Accuracy, Sen. : sensitivity, Spec. : 
specificity, SVM : support vector machine 
 

TABLE I.  CHARACTERISTICS OF THE DATA FROM THE KNHANES 
2010  

Variable* 
Normal glucose 

tolerance 
(n=3,681) 

Impaired 
fasting glucose 

(n=1,004) 
p† 

Age (years) 46.0 (15.2/0.3) 55.6 (13.3/0.4) < 0.001 

Gender (% of men) 39.3 54.0 < 0.001 

Family history of 
diabetes (%) 18.4 21.2 0.048 

Current smoker 
(%) 21.3 21.2 0.940 

Alcohol intake 
(drinks/day) 0.7 (1.2/0.0) 0.9 (1.4/0.0) < 0.001 

Physically active 
(%) 50 51.9 0.284 

Body mass index 
(kg/m2) 23.1 (3.2/0.1) 24.9 (3.3/0.1) < 0.001 

Waist 
circumference (cm) 79.3 (15.1/0.2) 85.5 (9.1/0.3) < 0.001 

Fasting plasma 
glucose (mg/dL) 89.0 (6.0/0.1) 107.5 (6.7/0.2) < 0.001 

Systolic blood 
pressure (mmHg) 115.3 (16.8/0.3) 125.6 (17.0/0.5) < 0.001 

Diastolic blood 
pressure (mmHg) 73.8 (10.4/0.2) 77.9 (10.4/0.3) < 0.001 

Hypertension (%) 19.9 43.6 < 0.001 

* Table values are given as mean (standard deviation/standard error) or %.  
† p were obtained by t-test and chi-square test. 
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study by Lee et al [5]. Lee et al. included current smoking 
status as a risk factor in the training set based on the data from 
KNHANES 2001 and 2005; however, current smoking status 
was not included in our training set using data from 
KNHANES 2010. This may have resulted from lifestyle 
changes in the Korean population between those years, 
including a decline in the overall smoking rate and stronger 
anti-smoking laws [18]. 

Although several screening score models have been 
developed and used clinically, our prediction model is unique 
in several ways. First, owing to the similarity between our 
SVM model and the existing screening score model, we were 
able to compare the performance of our SVM model with the 
existing model. Second, to the best of our knowledge, there 
are very few studies investigating pre-diabetes; instead, the 
majority of the other models have been developed to predict 
undiagnosed diabetes. However, pre-diabetes is increasingly 
becoming a significant public health issue. Using our model to 
screen patients for pre-diabetes would enable interventions at 
an earlier stage, which would be easier to implement and more 
successful than interventions implemented following diabetes 
screening. 

The SVM model that we developed is limited in terms of 
convenience and potential widespread use. Although the 
screening score model is not the most effective one for disease 
prediction, it is simple and accessible. However, SVM model 
could also become more accessible through the use of 
calculator software, particularly with the widespread use of 
devices such as computers, smart phones, and tablet PCs. 
Future studies could develop a calculator in which the values 
are entered via a website or application and the results are 
immediately delivered to the end-user. 

Our study constructed a reasonably good model to predict 
pre-diabetes in the Korean population. By applying similar 
methods in other countries, researchers could develop 
country-specific machine learning models for nationwide use. 
The creation of a user-friendly calculator program would 
enable access to screening by the general population, in 
addition to medical professionals. This widespread use could 
result in early diagnosis and treatment for people with 
pre-diabetes and diabetes, helping to relieve the public health 
diabetes burden and reducing the number of people who 
remain undiagnosed. 
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