
 

 

 


 

Abstract— The use of wearable sensors coupled with the 

processing power of mobile phones may be an attractive way to 

provide real-time feedback about physical activity and energy 

expenditure (EE). Here we describe use of a shoe-based 

wearable sensor system (SmartShoe) with a mobile phone for 

real-time prediction and display of time spent in various 

postures/physical activities and the resulting EE. To deal with 

processing power and memory limitations of the phone, we 

introduce new algorithms that require substantially less 

computational power. The algorithms were validated using 

data from 15 subjects who performed up to 15 different 

activities of daily living during a four-hour stay in a room 

calorimeter. Use of Multinomial Logistic Discrimination (MLD) 

for posture and activity classification resulted in an accuracy 

comparable to that of Support Vector Machines (SVM) (90% 

vs. 95%-98%) while reducing the running time by a factor of 

190 and reducing the memory requirement by a factor of 104.  

Per minute EE estimation using activity-specific models 

resulted in an accurate EE prediction (RMSE of 0.53 METs vs. 

RMSE of 0.69 METs using previously reported SVM-branched 

models). These results demonstrate successful implementation 

of real-time physical activity monitoring and EE prediction 

system on a wearable platform.  

 

I. INTRODUCTION 

Objectively monitoring physical activity (PA), including 
the type, intensity and duration of activities, is an important 
component of programs designed to prevent/treat metabolic 
syndrome/obesity. PA monitoring and the associated 
estimates of instantaneous and cumulative energy 
expenditure (EE) can provide important feedback that would 
allow a person to regulate his/her PA and energy balance in 
order to maintain or achieve a healthy weight/lifestyle. 
Several physical activity monitors have been developed that 
provide continuous feedback of EE through heart rate, 
accelerometry and/or other sensor measurements [1]–[3]. 
While some of these products can provide reasonably 
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accurate assessments of EE, they have the disadvantage of 
being obtrusive and/or uncomfortable to wear continuously.    

An attractive practical opportunity for convenient, 
unobtrusive PA monitoring is to use mobile devices (e.g. 
smart phones) equipped with software that provides an 
instantaneous estimation and display of physical activity and 
EE. Recent research has demonstrated the implementation of 
software for posture/activity recognition and energy 
expenditure prediction in cell phones using built-in 3-axis 
accelerometer [4], [5]. However, the accuracy of posture and 
activity recognition and EE estimation is likely to be limited 
due the wide variety of ways a cell phone can be worn or 
carried by a person. 

We have recently developed a wireless shoe-based sensor 
system (SmartShoe) that records insole pressure and foot 
acceleration data.  These data could be used for the 
subsequent development of models for posture/activity 
classification [6], [7] and EE prediction [8]. The use of 
SmartShoe is advantageous for accurate EE prediction 
because it provides monitoring of key body weight support 
points; is capable of differentiating static postures (such as 
sitting and standing), weight-bearing and non-weight bearing 
activities (such as walking and cycling); and is unobtrusive, 
lightweight and easy to use. In this respect, use of SmartShoe 
is distinctly different form commonly reported gait parameter 
measurements [9]–[11]. 

Methods for Posture and Activity Classification and EE 
prediction (PAC/EE)  reported in [6], [8] are not well suited 
for use on a cell phone due to computational intensity and 
high memory requirements. A combination of SmartShoe 
sensors, efficient PAC/EE algorithms with the audio/visual 
capabilities of a modern smart phone can potentially lead to 
development of biofeedback-based interventions for 
increasing physical activity and weight management. 
Therefore, it is highly desirable to execute PAC/EE 
algorithms on a mobile computing platform in real time. 

 In this study we suggest novel PAC/EE models that can 
operate on a cell phone platform with low computational 
capability. The proposed models are validated in a room 
calorimeter study with 15 subjects performing various 
activities.  

II. METHODS 

A. Subjects and protocol 

Nineteen subjects (10 male, 9 female) were recruited to 
participate in this study. The protocol was approved by the 
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Colorado State University Institutional Review Board. Based 
on self-report, subjects were sedentary to moderately active 
(less than six hours of physical exercise per week), not taking 
any medications known to alter metabolism, and weight 
stable over the past six months.  

Each subject performed one 4-hour stay in a room 
calorimeter following a 4-hour fast. Metabolic data was 
collected while each individual performed a series of 
randomly assigned postures and activities that were recorded 
by a video camera (Table I). The subjects wore SmartShoe of 
appropriate size ranging from female size 7 to male size 12 
(US).  

Sensor data from each experiment were manually 
annotated with every minute of each activity labeled from the 
set activity classes shown in Table I. The annotated data were 
later used for training and validation of automatic computer 
algorithms for posture and activity classification. 

Oxygen consumption and carbon dioxide production were 
recorded using the whole-room indirect calorimeter located 
in the Clinical Translational Research Center of the 
University of the Colorado Hospital [12].  EE and substrate 
oxidation were calculated using the non-protein RQ [13]. 
Measured oxygen consumption and associated EE was 
recorded on per minute basis. The first 30 minutes of data 
were excluded to permit adequate equilibration of respiratory 
gas within the room.  The average EE of the last 5 minutes of 
the supine period for each subject was used as an estimate of 
resting metabolic rate/EE in kcal/min.  

Four subjects had incomplete data as a result of an error 
in the recording system, shoe sensors or power grid failures 
during the experiment and were excluded from the analysis. 
The anthropometric characteristics for the remaining 15 
subjects are given in Table II.  

B. Sensors 

The sensor data for this study were collected by a 
SmartShoe with embedded wearable sensor system (Figure 
1). Five force-sensitive resistors were embedded in a flexible 
insole and positioned under the critical points of contact: 
heel, metatarsal bones and the great toe (hallux), allowing for 
differentiation of static postures and weight bearing and non-
weight bearing activities. The acceleration data were 
collected from a 3-dimensional MEMS accelerometer 
(ADXL335) positioned on the back of the shoe. Pressure and 
acceleration data were sampled at 400Hz, downsampled to 
25Hz by averaging of 16 consecutive samples and sent over a 
Bluetooth link to a smartphone storing the signals for further 
processing. 

C. Data processing 

The data processing in the proposed PAC/EE model is 
outlined in Figure 2. Algorithmically the processing of the 
signals consists of two major steps. First, sensor data from 
shoes are used to classify every 2-second epochs into one of 
four states: Sit, Stand, Walk/Jog or Cycle. Second, the same 
sensor data along with the result from the posture/activity 
classification are used to predict energy expenditure on 1-
minute time intervals by selecting an appropriate branch 
model (Sit, Stand, Walk/Jog or Cycle) and applying it to the 
metrics extracted from the sensor data.  

D. Posture and Activity classification  

The posture/activity classification algorithm 
automatically recognizes activities and assigns class labels 
from the set of {Sit, Stand, Walk/Jog, Cycle} to 2-second 
periods of sensor data. In order to meet the time and space 
requirements of mobile devices we propose a substantially 

TABLE I. ACTIVITIES IN THE PROTOCOL 

Activity Description Time Class 

label 

Equilibration Quiet resting, data excluded 30 min N/A 

Supine laying on bed, data excluded 20 min N/A 

Sitting watching TV 20 min Sit 

performing computer work 20 min Sit 

Standing Quiet 10 min Stand 

Active 10 min Stand 

Random 
assignment; 

6 of 8 

possible 
activities 

Walking, 2.5mph 10 min 
each;  

60 min 

total 

Walk/Jog 

Walking, 3.5mph Walk/Jog 

Walking uphill, 2.5% grade, 
2.5mph 

Walk/Jog 

Stepping Walk/Jog 

Sweeping Stand 

Cycling, 75W Cycle 

Standing Stand 

Sitting Sit 

Free-living Any of the above activities, 
self-selected pace and 

posture 

60 min, 
or until 

4 hours 

total 

Selected 
class 

  

TABLE II. SUBJECT CHARACTERISTICS 

Characteristic 
Males (n = 9) Females (n = 6) 

Mean(SD) Range Mean(SD) Range 

Age, years 28.1(6.9) (20-38) 23.7(3.1) (20-29) 

Height, cm 178.1(10.2) (162.6-193) 167.5(8.5) (157.5-180) 

Weight, kg 79.3(16.7) (57.6-98.5) 72.0(18.0) (49.2-99) 

BMI 24.8(3.6) (19.6-31.1) 25.6(6.3) (18.7-37.3) 

 

 

Figure 1. SmartShoe device: (left) Overall view of the shoe device with 

attached accelerometer, battery and power switch on the back; (right) 

Pressure-sensitive insole with 5 pressure sensors: heel (1), 3rd 

metatarsal head (2), 1st metatarsal head (3), 5th metatarsal head (4), 
hallux (5).  

Figure 2. Outline of the smart-phone integrated shoe-based system for 

EE prediction. 
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less computationally intensive model based on multinomial 
logistic discrimination (MLD) [14]. The MLD algorithm 
requires computation of metrics from the raw 2-second signal 
(length 50 samples) for each sensor which are then used as 
possible predictors: mean value (mean), entropy (ent) and 
standard deviation (std). The extraction of the above metrics 
provided a total of 24 possible predictors (8 sensors per shoe 
x 3 features per sensor). The recognition model was a 
multinomial logistic discrimination with 4 classes (Sit, Stand, 
Walk/Jog and Cycle) with three logit functions being the 
linear combinations of possible predictors (cycle was selected 
as the baseline class): 

          (  )     (
  

      
)     ,i={Sit, Stand, Walk/Jog}. 

Selection of the best combination of predictors for the 
logistic model was done using forward selection procedure 
with accuracy of the validation data set as the criterion. In 
turn, validation was done using leave-one-out procedure in 
which data from all subjects but one are used for training of 
the model and the remaining subject is used for validation.  

E. Energy Expenditure prediction  

In this study we developed a new model for EE prediction 
using linear regression branched by the activity type (Sit, 
Stand, Walk/Jog or Cycle) based on 1 minute intervals 
(EEM1m). The sensor signals with 1 minute duration were 
used with the posture/activity classification to produce thirty 
posture/activity labels (one for each of the 2 second intervals 
in that minute). Out of these thirty predictions the activity 
with the highest frequency was selected to represent the 
activity for the entire 1 minute interval and choose the branch 
for EE model prediction.  

To train the EE prediction model we  first classified 1 
minute into 4 activity groups (Sit, Stand, Walk/Jog and 
Cycle) using the MLD model. We then extracted a set of 
predictor metrics and then trained each of the four branch 
(based on the predicted activity classification) models using 
ordinary least squares regression. The following metrics were 
computed: (max) maximal value of the signal, used only for 
the pressure sensors, (zc) number of  crossings of the median 
of the signal, (std) standard deviation of the signal, and (ent) 
entropy of the signal. To provide the robustness against the 
pressure sensors failures we combined similar metrics for the 
5 pressure sensors by computing the medians of appropriate 
values: thus, the 5 max metrics for the pressure sensors were 
combined into a single predictor Sensmed(max), 5 zc metrics 
were combined into Sensmed(zc), 5 std and 5 ent metrics 
resulted in Sensmed(std) and Sensmed(ent) respectively. 

The selection of the best set of predictors was done using 
forward selection procedure with the following criteria: the 
best model had to have a low value for the Akaike 
Information Criterion (AIC), a high adjusted coefficient 

determination (    
 ) and a low root-mean squared error.    

Validation of EE prediction was done using the leave-
one-out approach: for each subject all epochs corresponding 
to that subject were excluded from the training set and the 
resulting trained model was used to predict EE for every 
epoch of the left out subject.     

F. Model comparison  

Proposed PAC/EE models were compared with those in 
[6], [8] in terms of computational burden, memory 
requirements and prediction accuracy. All models were coded 
in Visual C++, compiled using Windows Mobile Professional 
SDK, and tested on Samsung Omnia II phone with an 
800Mhz processor to obtain running time estimates. 

Computational time and space requirements of different 
models were compared using one or more of the following 
metrics: 1) time complexity (number of elementary 
operations needed to be performed during execution) for the 
model’s testing stage, 2) space complexity (number of 
elementary objects needed to be stored during execution) for 
the model’s testing stage, 3) space requirements for model 
storage (number of elementary floating point objects to be 
stored between execution steps), 4) actual time (ms) to run 
the model on the Omnia smart phone. 

Prediction accuracy was assessed in the following 
comparisons: 1) automatic classification by MLD was 
compared to classification by a human observer who 
manually annotated the experiment and expressed as a per-
minute cumulative confusion matrix pooled from the subject 
population with overall classification accuracy being the ratio 
of sum of diagonal elements in confusion matrix to the sum 
of all elements in the matrix. 2) Accuracy of EE prediction of 
the MLD-branched EEM1m model were compared with the 
EE measurements of the room calorimeter by the following 
performance characteristics: a) total error of prediction, 
computed as the average total error of prediction across all 

subjects: 
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t
EE is 

EE measured by room calorimeter for a given 1-minute 
interval; pred

t
EE is EE estimated by a model for the same 1-

minute interval. RMSE can be computed using EE expressed 
in kcal/min or METs. Conversion of kcal predictions to 
METs was done as using resting energy expenditure 
calculated as 2-second or 1-minute average from the last 5 
minutes of the supine period for each subject. Thus, EE in 
METs was computed as the multiples of resting EE. 

III. RESULTS 

The training of the MLD model for posture and activity 
classification resulted in selection of 12 predictors (included 
as linear models for the three logit functions) from 3 
accelerometer and the 3 pressure sensors: {PSens1mean, 
PSens2mean, PSens5mean, Acc1ent, Acc2ent, Acc3ent,, Acc1std, 
Acc2std, Acc3std, PSens1std, PSens2std, PSens5std } where 
PSensX is pressure sensor X and AccY is Y-s dimension of the 
accelerometer. The logit function equations were:  
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Comparison of the time and space requirement of the 
MLD model and the SVM model [6] is shown in Table III. 
The space required to store MLD model is equivalent to 
storing 12x3 element matrix of floating point numbers, while 
for the SVM model it is necessary to store 700 support 
vectors used in [6] (as a 700x600 element matrix) and a 
4x700 element matrix of discrimination function coefficients. 
Thus, the relative difference in the model’s storage space 
requirements is at least 10

4
-fold for the SVM model 

compared to the MLD model. When tested on Samsung 
Omnia II cell phone the SVM model failed to fit within the 
available memory. In order to evaluate its running time, we 
implemented a simulated version of the SVM model testing 
where the same type and number of iterations is performed 
on the same type of variables as in the actual model testing.   

The accuracy of posture and activity classification for 1-
minute intervals and four class labels (Sit, Stand, Walk/Jog 
and Cycle) is presented in Table IV. The overall accuracy for 
MLD classifier was 90%, close to those of an SVM classifier 
(95%-98%) reported in [6]. 

Table V shows the best set of predictors and 
corresponding EE prediction equations for EEM1m model 
branched by the activity. Running time of the EEM1m model 
on the smart phone was 16 ms. The accuracy of EE 
prediction by MLD-branched EEM1m is shown in Table VI. 
The error is comparable to the RMSE of 0.69 METs reported 
in [8].  

Figure 3 shows a Bland-Altman plot in kcal/min for all 1-
min instances from all 15 subjects. The plot demonstrates that 
the errors of prediction do not follow any specific pattern, 
and is not biased to either side (under- or overprediction) 
with average bias being negligibly small (-0.004 kcal/min).  

IV. DISCUSSION 

In this study we proposed computationally efficient 
PAC/EE algorithms allowing real-time execution on a mobile 
phone. Given that mobile devices have limited computational 
power, memory and storage, some methodological issues 
needed to be addressed in order to allow for the successful 
implementation of PAC and EE algorithms. In particular, a 
new MLD-based algorithm for posture and activity 
classification was developed to replace SVM classification. 
Logistic discrimination decreased the running time 190 times 
(from 655ms to 3.5ms), and produced a very efficient and 
accurate classification. Very high processor load (O(ns)) with 
SVM implementation would be detrimental to latency of the 

output, computing resources available to other programs and 
battery life. MLD substantially reduces impact of real-time 
PAC on computational resources available on a mobile 
device. 

TABLE III. TIME AND SPACE COMPLEXITY FOR THE POSTURE/ACTIVITY 

CLASSIFICATION MODELS  

Posture / 

activity 

classification 

method 

Space 

complexity 

Space 

requirement, 

floating 

point 

numbers 

Time 

Complexity 

Actual 

running 

time, 

ms 

SVM O(ns) 422800 O(ns) 655 

MLD O(n) 36 O(n) 3.5 

 n is the size of input data, s is number of support vectors 

TABLE IV. POPULATION-CUMULATIVE CONFUSION MATRIX OF MLD 

CLASSIFIER. 

 

TABLE V. EE PREDICTION MODEL BRANCHED BY ACTIVITY  

Branch  EEM1m model 

Sit EE = 1.44 +0.014∙ Weight – 0.45∙log(BMI) + 25.9∙ 

Sensmed(std) +1.9∙10-3∙ Acc1std+0.64∙Acc1zc +0.51∙Acc2zc 

+1.2∙10-3∙Acc3std 

Stand EE = 4.93+3.22∙10-2∙ Weight – 2.01∙ log(BMI) +1.2∙10-3∙ 

Sensmed(zc) + 3.7∙10-3∙ Acc1std  + 12.4∙ Sensmed(std) +1.44∙ 

Acc1zc 

Walk EE = –3.39 + 6.4∙10-2∙Weight – 0.16∙log(BMI) + 42.3∙ 

Sensmed(std) + 9.33∙ Acc3zc+ 1.8∙10-3∙ Acc2std 

Cycle EE = 6.4 + 1.14∙10-2∙Weight –0.84∙log(BMI) + 3.3∙10-

3∙Acc1std 

 

TABLE VI. EE PREDICTION PERFORMANCE OF EEM1M MODEL 

Total Error, % RMSE, METs Limits of agreement, 

METs 

 

 
 

 

5.7 

Sit model:             0.40 

Stand model:        0.42 
Walk/Jog model:  0.81 

Cycle model:        1.11 

Average:              0.53 

(-0.80,0.81) 

(-0.84,0.84) 
(-1.61,1.63) 

(-2.34,2.04) 

(-1.06,1.06) 

 

 

Figure 3. Bland-Altman plot for the error of prediction. 
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Use of MLD also substantially reduced the memory 
requirement as the amount of memory to store scalar 
discriminants’ coefficients is far less than the amount of 
memory required to store hundreds multi-dimensional 
support vectors needed by SVM: the space storage due to the 
introduction of the MLD in place of the SVM was thus 
reduced 10

4
 times. The reduction in memory requirements is 

probably one of the most significant advantages of MLD 
classification as the amount of memory needed to store a 
classification model for SVM may substantially exceed the 
capabilities of modern mobile devices. 

The accuracy of posture and activity classification (90%) 
obtained by MLD classifier in this study was comparable but 
somewhat lower than previously reported 95%-98% [6], [15]. 
To some extent this reduction in accuracy happens due to 
transitions between activities where a class label is assigned 
to a whole minute although several different activities may 
happen within this minute. With at least 12 transitions in any 
given visit, this may generate a substantial difference 
between manual annotation and automatic class labels. 
Another source of error was confusion between standing and 
sitting. A potential reason is that both SVM and MLD 
algorithms are population-based and do not require individual 
calibration. This feature is convenient, however, it may 
potentially create some confusion for light-weight subjects 
that exhibit less pressure on the shoe sensors. Simple 
individual calibration of sit vs. stand should largely eliminate 
this source of error.  

It should be noted that cycling (average recognition 
accuracy 96.5%) was differentiated from walking (average 
recognition accuracy 97%) with high degree of precision. 
Such differentiation is typically considered difficult for 
accelerometer-based activity monitor and highlights the 
benefits of utilizing of pressure sensors and in-shoe sensor 
locations for differentiation of weight-bearing and non-
weight-bearing activities. 

The overall high accuracy of EE estimation (5.7% TE, 
0.53METs RMSE) also highlights the benefits of the 
proposed sensor system. Our previous research [8] has 
clearly demonstrated an increase in estimation accuracy by 
models utilizing pressure sensor data which most likely is 
result of accurate branching between EE models between 
weight-bearing and non-weight-bearing activities. 

Overall, the proposed wearable sensor system and PAC 
and EE estimation methodologies are sufficiently accurate 
and computationally lightweight to be utilized on most 
modern mobile devices and provide real-time feedback on 
activity levels and energy expenditure. With increased 
penetration of mobile devices into all aspects of life, real-
time feedback capabilities present new opportunities for 
behavioral interventions aimed at maintaining energy balance 
or achieving a healthy lifestyle.  

V. CONCLUSION 

In the paper we introduced a wearable system consisting 
of the SmartShoe sensor system and a mobile phone for 
signal processing, pattern recognition and real-time user 
feedback of expended calories and other physical activity 
information. Use of logistic discrimination instead of 

previously reported support vector machines reduced the 
execution time more than two orders of magnitude and 
reduced memory requirements for model storage by a factor 
of 10

4
 while maintaining comparable classification accuracy. 

The PAC/EE algorithms were validated on approximately 60 
hours of data from 15 subjects performing a wide range of 
activities in a room calorimeter and indicated accurate EE 
reduction (total EE error of 5.74%, RMSE of 0.53 METs on 
1 minute predictions). These results pave the way for an 
implementation of physical activity monitoring and EE 
prediction system with real-time biofeedback on a wearable 
smart phone based system which could potentially be used in 
physical activity interventions. 
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