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Abstract— We present a comprehensive and fully automated
system for computer-aided detection and diagnosis of masses in
mammograms. Novel methods for detection include: selection
of suspicious focal areas based on analysis of the gradient
vector field, rejection of oriented components of breast tissue
using multidirectional Gabor filtering, and use of differential
features for rejection of false positives (FPs) via clustering
of the surrounding fibroglandular tissue. The diagnosis step
is based on extraction of contour-independent features for
characterization of lesions as benign or malignant from auto-
matically detected circular and annular regions. A new unified
3D free-response receiver operating characteristic framework
is introduced for global analysis of two binary categorization
problems in cascade. In total, 3,080 suspicious focal areas were
extracted from a set of 156 full-field digital mammograms,
including 26 malignant tumors, 120 benign lesions, and 18
normal mammograms. The proposed system detected and
diagnosed malignant tumors with a sensitivity of 0.96, 0.92, and
0.88 at, respectively, 1.83, 0.46, and 0.45 FPs/image, with two
stages of stepwise logistic regression for selection of features, a
cascade of Fisher linear discriminant analysis and an artificial
neural network with radial basis functions, and leave-one-
patient-out cross-validation.

I. INTRODUCTION

Computer-aided detection and diagnosis (CAD) of breast
cancer offers a means to improve the efficiency of mam-
mography and reduce breast cancer mortality [1]. Demands
for reducing the number of unnecessary breast biopsies
and obtaining higher sensitivity of detection of malignant
tumors in mammographic screening indicate the urgent need
of effective and comprehensive computerized solutions for
mammography. Despite the number of successful attempts
reported in the literature [1], [2], many challenges are still to
be tackled for increased performance levels and transparency
of the automated decision process. Significant records of
research can be found dealing with detection [3]-[5] or
diagnosis [6]-[9] of masses as independent tasks, but not
many studies have addressed the detection and diagnosis
stages in cascade [10], [11]. Characterization of masses as
benign lesions or malignant tumors has been performed
by using manually selected regions of interest and/or via
accurate segmentation of the lesions. Hence, CAD remains
a challenging task, especially due to the presence of lesions
with ill-defined or obscured margins [§].
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In this work, we address the issues introduced above by
proposing a novel comprehensive approach for automatic
detection and diagnosis of masses in a realistic scenario of a
three-class space environment, i.e., in the presence of normal
mammograms, benign lesions, and malignant tumors. This is
achieved by solving two binary categorization problems in
cascade: normal tissue versus mass candidates, followed by
malignant tumors versus benign lesions. With this purpose,
we introduce the following novel methodological aspects:
1) selection of mass candidates based on cardinality re-
strictions on the eigenvalues of the Hessian of the image;
2) rejection of physiological oriented structures of the breast
parenchyma via analysis of the phase response of multidi-
rectional Gabor filters; and 3) use of differential features
for rejection of false-positive (FP) candidates that compare
the detected suspicious focal areas with the surrounding
fibroglandular tissue segmented by means of an iterative
fuzzy c-means clustering algorithm [12]. The diagnosis stage
in cascade represents an additional and important novelty of
this work, being achieved by means of contour-independent
features that do not require segmentation of the lesions [13],
[14]. Such features are extracted from automatically detected
circular and annular regions. Finally, we provide a unified
3D free-response receiver operating characteristic (FROC)
framework for evaluation and analysis of the final results.

II. DATASET OF MAMMOGRAMS

A total of 156 full-field digital mammograms (FFDMs)
were collected from 88 patients at the San Paolo Hospital
of Bari, Italy, using the Senograph 2000D ADS 17.3 from
GE Medical Systems. Informed consent for anonymous use
of sensitive data for scientific purposes was obtained from
all patients. The images have a spatial resolution of 94 pm
and gray-scale resolution of 12 bits/pixel. The dataset is
composed of 76 craniocaudal (CC) and 80 mediolateral-
oblique (MLO) views, including 18 normal mammograms
and 138 mammograms with masses. Based on biopsy results,
out of the 146 lesions in the dataset, 26 were labeled as
malignant tumors and 120 as benign lesions. The contours of
the masses, used as ground truth for detection, were manually
annotated and validated by two radiologists specialized in
mammography (see the example in Fig. 1(a)).

III. METHODS

The proposed CAD scheme involves four main hierarchi-
cal modules: preprocessing of mammograms, detection of
suspicious focal areas, rejection of falsely detected regions,
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and diagnosis of malignant tumors. Two supervised classi-
fiers of the mass candidates in cascade, one for detection
and one for diagnosis, are applied after the extraction of
specifically designed features.

A. Preprocessing of Mammograms

The original images were downsampled to the spatial
resolution of 200 ym and enhanced using a look-up table
(LUT). The breast region was extracted by applying pre-
viously developed methods [15], [16] for detection of the
breast-skin line, the nipple, and the pectoral muscle (only for
MLO views). A disk of radius 50 pixels (10 mm) centered
at the position of the nipple was used to mask the nipple-
areolar complex. The peripheral fat was masked by means
of a ribbon of width 40 pixels (8 mm). An example of the
obtained breast region is shown in Fig. 1.

B. Detection of Suspicious Focal Areas

Suspicious focal areas on the mammogram being pro-
cessed were detected initially by analysis of the gradient
vector field (GVF) [12], [16] and cardinality restrictions on
the eigenvalues of the Hessian, as follows.

1) A Gaussian filter (o0 = 12 pixels) and a box filter of
size 20 pixels were applied to retain low-frequency
information related to the cores of the masses.

2) The Hessian, H, embedding the second partial deriva-
tives of the smoothed image I, was computed as

%1,  9%I,
Ox2 Oz Oy

H= %1 %1 ’ M
Oyozx Oy

and the corresponding eigenvalues, A;(z,y) and
A2(z,y), were evaluated at each pixel.

3) A set of suspicious focal areas having A(z,y) =
A(x,y) Az2(x,y) > 0 and Ai(x,y) < 0 was selected,
in order to retain only nodes of convergent GVF, as
shown in Fig.1(b) and (c).

4) The selected focal areas were rank-ordered based on
the average value of A(z,y), pa, for each region, up
to a maximum of 20 candidates, and the center, c¢, of
the convex polygon enclosing each area was computed.
The centers and rank values are shown in Fig.1(c).

C. Rejection of Falsely Detected Regions

Gabor filters were used to reject falsely detected regions
based on their directionality. Given the real Gabor kernel,
g(x,y), oriented at —7/2, as

1 1 /2% g2 T
glz,y) = T exp {—5 <0—% + ;)} cos (277;) ,

)

)
where the parameters o, o,, and 7 were derived using the
design rules described by Ayres and Rangayyan [17], a set of
18 filters equally spaced over the angular range (—m/2, /2]
was applied to derive a magnitude response, M (z,y), shown
in Fig. 1(d), and orientation field, ®(z,y), by selecting the
filter with the highest response at each pixel. The number
of orientations in each detected area was computed and

(b)

®

Fig. 1. (a) MLO mammogram including a lesion. The green contour
indicates the region annotated by the radiologist. (b) GVE. (c) The 20
suspicious focal areas automatically detected using the eigenvalues of the
GVE. The marked points indicate the centers of the lesions used for
evaluation of results and ranked in descending order of pp. (d) Gabor
magnitude response. (e) Examples of the surrounding fibroglandular tissue
areas segmented via iterative fuzzy c-means clustering. (d) Automatically
extracted circular and annular regions used for the diagnosis task.

mass candidates having less than six different orientations
were rejected. An iterative fuzzy c-means algorithm [12]
was applied to segment the fibroglandular tissue surrounding
each remaining candidate. Examples of surrounding regions
are illustrated in Fig. 1(e). Such regions, together with
the suspicious focal areas previously detected, were used
to extract a set of features for reduction of false mass
candidates. The differences between the measures computed
for each detected focal area, indicated by the subscript f, and
the related measures for the surrounding tissue, indicated by
the subscript ¢, were computed by obtaining a set of seven
differential features, i.e., area (A and AA), compactness
(ACy), eccentricity (¢ and Ae), distance between centers
(d), dispersion of orientation (Acg), weighted dispersion of
orientation (Aoy,), and dispersion of radii (o), as follows:

AA = Ay — Af| /(A + Ag), 3)
AC, = |Am A,/ P} — Am Ay | P}, 4)
Ae = |€t - Efl ) 5)
d = l[eg —cxl], (6)
Aog = |std [Pi(z,y)] — std [®s(z, y)] |, (7)
Aoy = [std[(Pe o My)oy] — std[(Rf o My)ayl|,  (8)

oy = std[[| By(x,y) — cl[] /mean || Bi(, y) —exll], (9)

where P and and B(z, y) indicate, respectively, the perimeter
and the boundary pixels of the fibroglandular tissue region.
The symbol o denotes the entrywise product. In addition, for
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each candidate, up and the normalized values for the max-
imum and standard deviation of the values of s of all the
detected candidates on each mammogram were computed.

D. Diagnosis of Malignant Tumors

Diagnostic classification of the detected regions as malig-
nant tumors or benign lesions was performed using contour-
independent features [13], [14] derived from automatically
extracted circular and annular regions, X, in both the original
mammogram and the Gabor magnitude response (see the
regions in Fig. 1(f)). FPs from the detection stage also get
passed on to the classification stage for analysis. The radius
of each circular region was determined as the maximum
radial distance of the center from the boundary of each focal
area, while the width of the annular region was computed as
described by Mudigonda et al. [11]. Quantification of radial
and angular correlation was performed as follows

LA
C= NZZSijfijv

i=1 j=1

(10)

where s;; is the radial or angular separation matrix and f;;
is a matrix of difference of pixel values. N is the number of
concentric rings and angular sectors used. The angular and
radial trends were computed as

1 N
X &

were X; is the complement of the angular or radial sectors
analyzed and m; is the related average intensity.

(1)

E. Pattern Classification and Cross-validation

Classification of the detected candidates as normal tissue
or masses was achieved by means of Fisher-linear discrim-
inant analysis (FLDA). The regions identified by FLDA as
being masses, including FPs, were classified as malignant
tumors or benign lesions using an artificial neural network
with radial basis functions (ANN-RBF). The two sets of
features used at each of the two classification steps were
automatically selected via stepwise logistic regression using
the training sets in each experiment. Leave-one-patient-out
(LOO) and k-fold cross-validation were performed [18].

F. Performance Evaluation

The performance of individual features was assessed in
the context of detection (normal tissue versus mass candi-
dates) and diagnosis (malignant versus benign candidates) by
means of the area under the receiver operating characteristic
(ROC) curve (A.) [19]. Evaluation of combinations of the
automatically selected features using different classifiers at
each of the two stages in cascade was performed using ROC
and FROC analysis. A mass candidate was considered as
a true positive (TP) in detection and a TP in diagnosis if
the center of the convex polygon enclosing the detected area
was, respectively, within an annotated mass and within a
malignant tumor. Additional TPs within the same annotated
region, such as no. 2 and no. 5 in Fig. 1(c), were counted as
one.

IV. RESULTS AND COMPARATIVE ANALYSIS

The individual capability of the proposed features for
discrimination of masses from normal candidates was con-
firmed by A, values (and standard error) up to 0.83 (0.02).
In combination, the features selected by stepwise logistic
regression achieved A, = 0.87 (0.02) with FLDA and the
leave-one-patient-out method. The corresponding sensitivi-
ties and FP values are summarized in Table 1. The contour-
independent features used for the diagnosis task were trained
only on those automatically detected candidates that included
benign lesions or malignant tumors. The highest value of
A, obtained individually was 0.75 (0.04). The features were
combined using automatic feature selection in the LOO
experiment and the ANN-RBF classifier. ROC analysis of
the detected regions provided A, = 0.94 (0.01) in the
discrimination of malignant tumors from the rest of the
candidates, including the normal tissue regions incorrectly
classified as being masses in the preceding detection stage.
Feature selection performed using the entire dataset provided
similar results. Experiments with 2-fold and 10-fold cross-
validation led to similar results as LOO at the detection stage;
however, in malignant versus (benign+normal) classification,
the A, decreased, with the highest value of 0.79 4+ 0.004
(average and standard deviation values for 100 trials of 10-
fold cross-validation) obtained using two FLDA stages in
cascade for detection and diagnosis. FROC analysis indicated
1.3 and 2.7 FPPI at 0.81 and 0.88 sensitivity, respectively,
for malignant tumors. The reason for this deterioration with
random splitting could be that the classifier may not have
adequate malignant samples for training. A unified 3D FROC
framework for detection and diagnosis of masses is presented
in Fig. 2. The obtained sensitivity values for malignant
tumors are shown in Fig. 2(a) for various combinations of
threshold values of the output of the two classifiers for
detection and diagnosis. The indicated numbers of falsely
detected malignant tumors account for both normal tissue
regions and benign lesions when incorrectly classified as be-
ing malignant. Some of the high-performance FROC curves
for selected detection thresholds are illustrated in Fig. 2(b),
from which the final results can be observed in detail. Table I
summarizes the sensitivity and FP rates obtained. Overall, the
system detected 96%, 92%, and 88% of malignant tumors
with, respectively, 1.83, 0.46, and 0.45, FPs/image. The pro-

TABLE I
RESULTS OF FROC ANALYSIS FOR DETECTION OF MASSES AND
DIAGNOSIS OF MALIGNANT TUMORS.

Z TPR 0.80 0.86 0.90 0.95
2| (TP/# Masses) | (117/146) | (125/146) | (132/146) | (139/146)
)

8| FP/Image 1.68 2.17 3.06 11.54
!al (FP/# Images) | (262/156) | (338/156) | (478/156) | (1800/156)
2 TPR 0.81 0.88 0.92 0.96
% (TP/# Tumors) | (21/26) (23/26) (24/26) (25/26)
2| FP/Image 0.32 0.45 0.46 1.83

5 (FP/# Images) | (50/156) (70/156) (72/156) (285/156)
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(b)

FROC analysis framework for global optimization of detection and diagnosis of malignant tumors for the dataset of 156 FFDM images. The

detection threshold is indicated by the color map, while the diagnosis threshold varies along each curve. The number of falsely detected malignant tumors
includes both normal tissue regions and benign lesions incorrectly classified as being malignant. (a) Sensitivity of detection of malignant tumors and falsely
detected malignant tumors obtained by varying both detection and diagnosis thresholds. (b) Examples of FROC curves for selected detection thresholds.

cessing time of a mammogram is about 6 min using Matlab®
R2014a. Taking into account the variety of databases and
techniques used for evaluation of the results by the other
reported methods, the results obtained in this study mostly
outperform the state-of-the-art methods in the field [1]-[11]
and our previous studies [13], [14]. As an example, in the
recent work by Eltonsy et al. [5], sensitivities of 0.92, 0.88,
and 0.81 at 5.4, 2.4, and 0.6 FPs/image, respectively, were
reported using 270 CC mammograms with malignant tumors.

V. DISCUSSION AND CONCLUSIONS

A novel comprehensive scheme to detect malignant tumors
in mammograms was presented in this study. Unlike previous
work, we have addressed the integration of detection and
diagnosis in a unified CAD scheme. A 3D FROC framework
facilitates a realistic interpretation of results and allows the
optimal setting of the operating point by the user. Most im-
portantly, our system can detect and then diagnose malignant
tumors without the requirement of accurate segmentation of
their contours. This is important when dealing with lesions
with obscured or ill-defined borders and with dense breasts.
The obtained results indicate that detection and diagnosis can
be combined together to increase the sensitivity of detection
of malignant tumors while maintaining low FP rates. Future
work will incorporate additional evaluation and testing using
publicly available databases (e.g., DDSM [20]).
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