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Abstract— In this paper we investigate a method for segmen-
tation of colorectal Narrow Band Imaging (NBI) endoscopic
images with Support Vector Machine (SVM) and Markov
Random Field (MRF). SVM classifiers recognize each square
patch of an NBI image and output posterior probabilities that
represent how likely the given patch falls into a certain label. To
prevent the spatial inconsistency between adjacent patches and
encourage segmented regions to have smoother shapes, MRF is
introduced by using the posterior outputs of SVMs as a unary
term of MRF energy function. Segmentation results of 1191
NBI images are evaluated in experiments in which SVMs were
trained with 480 trimmed NBI images and the MRF energy
was minimized by an α− β swap Graph Cut.

I. INTRODUCTION

This paper proposes a novel method of segmentation
problem of colorectal cancer and polyps in images taken
by a Narrow Band Imaging (NBI) zoom-videoendoscope.
Since colorectal cancer has been a leading cause of cancer
death in many advanced countries [1]. Colorectal endoscopy
(an examination of the colon with an endoscope) is widely
used for early detection of colorectal cancer, where col-
orectal tumors are visually inspected with an NBI zoom-
videoendoscope. Since the visual inspection depends on the
subjective experience of medical doctors, it is important to
develop a computer-aided diagnosis system to evaluate quan-
titatively the condition of a tumor. To achive this objective,
we have developed a recognition system [2] for classifying
NBI images of colorectal tumors into three types (A, B and
C3) based on the NBI magnification findings [3] (see Figure
1). This system achieved a recognition rate of 96% on a
dataset of 908 NBI images, each of which was collected
during an NBI colonoscopy examination and trimmed to a
rectangle.

In this paper, we extend our previous work [2] for NBI
image classification to segmentation: trying to find which
part of the NBI image falls into one of three types of col-
orectal tumors. The previously developed system was based
on a bag-of-visual word (BoVW) framework with densely
sampled SIFT descriptors (see Figure 2). Each training image
was transformed into a histogram of visual words, then
classified by a Support Vector Machine (SVM) classifier with
a linear kernel. To build a segmentation method on top of our
previous classification system, we combine SVM classifiers
with a Markov Random Field (MRF) minimization frame-
work; first we divide an NBI image into a number of small
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Fig. 1. NBI magnification findings [3]. C1 and C2 are not used in this
work.
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Fig. 2. Outline of the BoVW approach.

square patches, then classify each patch by SVM classifiers
that are separately trained, and finally make the classification
results for the patches spatially consistent by minimizing an
MRF energy function. In section IV, segmentation results
obtained by the developed system are evaluated on a dataset
of colorectal NBI endoscopic images.

II. RELATED WORK

The combined use of SVM and MRF has been already
explored in the literature and some relevant work is reviewed
here.

Wu et al. [4] proposed a prior feature SVM-MRF, a
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segmentation method for 3D Magnetic Resonance images.
They trained SVMs using pixel locations in addition to the
voxel intensity and the given label of the point, then used
the posteriors (outputs) of the SVMs for the pixels in the
unary term of the MRF energy, which was minimized by
the Iterated Conditional Modes (ICM). Wang and Manjunath
[5] proposed an SVM-MRF framework for image retrieval
based on semantic segmentation of images. For each block,
SVMs output conditional probability which is used as the
unary term of the MRF energy. They used a causal greedy
algorithm to minimize the energy. Moser and Serpico [6],
[7] used binary SVMs with a particular kernel to define a
local decision rule of MRF with updates by ICM. Hoefel
and Elkan [8] proposed a two-stage SVM/CRF for sequence
(hence chain) classification. Discretized scores of SVMs,
which are trained separately, are used as a term in the CRF
energy function, and the weights of the terms are learnt.

Most relevant to ours is the work of Fulkerson et al. [9].
They trained SVMs by bag-of-feature histograms, and then
scores by SVMs for each pixel are used as confidence values
for localizing objects. Later, they extended the approach by
incorporating spatial context with Conditional Random Field
(CRF) [10]. SVMs are trained with bag-of-feature histograms
of super pixels, and then probability outputs by SVMs for
each superpixel are used as a unary term of CRF energy.
To handle boundaries of objects, neighboring histograms of
a superpixel are merged, then more accurate object bound-
aries are inferred by the CRF energy minimization with α-
expansion. The pairwise term uses color difference and edge
length between superpixels. The parameter learnt as a CRF
model is a single weight between unary and pairwise terms.

Our objective is to segment an NBI image into three types
(A, B and C3) of the NBI magnification findings (Fig. 1).
This segmentation problem is very different from the targets
of the existing works mentioned above, or other works on
colon polyp segmentation [11], [12], [13], [14]. First, we
can not use the location and rotation of colorectal tumors in
NBI images because those are taken by an endoscopy that
arbitrarily moves around in the colon. Therefore, a location
prior [4] in an image is not useful. Second, there is no clear
borderline between the types; instead, visual appearance
of texture of the mucosal surface changes gradually from
one type to another. Edge information is usually useful for
segmentation of polyps [11], [12], [13], [14], however we do
not expect so in our task. In the next section, we introduce
an SVM-MRF combination similar to [10], but without edge
information and superpixels.

III. SVM-MRF SEGMENTATION

Here we describe a segmentation method using SVM and
MRF. First, we divide an NBI image into square patches
Pi (i = 1, . . . , n), and each patch corresponds to a site
(or node) of a grid of MRF. Adjacent patches may overlap
depending on the size of patches and the spacing of the MRF
grid.

Each site i has a label xi taking values of A, B, or C3
corresponding to the three types of the NBI magnification

findings. We denote all the labels collectively as x =
(x1, . . . , xn). The bag-of-visual word histogram of the patch
is denoted as yi, and collectively y = (y1, . . . , yn).

We define the following MRF energy function in terms of
the posterior probability:

f(x|y) ∝ exp

∑
i

A(xi, yi) +
∑
j∈Ni

I(xi, xj)

. (1)

Here A (xi, yi) is a unary term that represents the inconsis-
tency of the patch label xi to data yi. In this study, we use the
posterior probability outputs logP (xi|yi) of SVM classifiers
that are learnt with a separate training set of NBI images.
Then we use the posterior as the unary term as follows:

A(xi, yi) = − logP (xi|yi). (2)

The second term I(xi, xj) in the MRF energy is called
an interaction term which describes the spatial inconsistency
between xi and its neighbors xj , where Ni is a neighbor of
site i. Here we define the interaction term as follows:

I(xi, xj) =

{
− log p, xi = xj

− log 1−p
2 , otherwise

, (3)

where p ∈ (0, 1) is a probability that site i and its neighbor j
take the same label. Because the segmentation problem here
has three labels (A, B, and C3), there are two cases where
site i and its neighbor j take different labels. Therefore the
probability 1− p is halved.

The MRF energy function (1) is minimized by α–β swap
Graph Cuts [15] in order to obtain an MAP estimate of labels
x.

IV. EXPERIMENTAL RESULTS

We have 1671 NBI images (Type A: 504, Type B:
847, and Type C3: 320), which were collected during NBI
colonoscopy examination. Each image was trimmed from an
original NBI image to a rectangle as a training image rep-
resenting typical microvessel structure appearance, and was
labeled by medical doctors and endoscopists. We selected
160 images from each type for a training set; totally 480
training images are used for training an SVM classifier. For
segmentation, the remaining 1191 NBI images (Type A: 344,
Type B: 687, Type C3: 160) were used. In each NBI image,
an MRF grid of spacing 10 pixels is constructed. A site of
MRF corresponds to a square patch of the size of 120 pixels,
in which SIFT descriptors are extracted at each 5 pixels with
fixed scales of 5 and 7 pixels [2].

Segmentation methods are usually evaluated by ground
truth labels of an entire image. This means that doctors
need to paint a lot of NBI images but this is impractical.
Instead, we use the above-mentioned trimmed regions from
the original NBI images for training the SVM classifiers,
because the labeled rectangle in the original NBI image is
a good indicator how good the segmentation is. As shown
in Figure 3, we evaluate a segmentation result by the ratio
of areas inside a labeled rectangle whose estimated labels
are correct. Using the estimated labels in the labeled region,
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Fig. 3. Evaluation procedure (best viewed in color). Performance is
evaluated by the ratio of areas inside a rectangle whose estimated labels
are correct. In this example, the ground truth of the rectangle is Type B and
80% of the area inside the rectangle is correctly labeled.

correct rate, precision rate and recall rate are calculated from
a confusion matrix [16].

Figure 4 shows the pchange in performance of the
segmentation results as the probability p takes values of
0, 0.05, . . . , 0.95, 0.99. We can see that the correct rate
improves as p becomes large; the smoother the labels of
the adjacent patches, the better the result.

Figures 5 to 7 show examples of segmentation results
for each NBI type. In all cases, resulting regions become
smoother and large as p becomes large, and particularly a
good segmentation result is obtained in Figure 6.

Note that the part around highlights due to the reflection
of light in Fig. 5 is classified as Type B while the true label
is Type A. This may be caused by the strong edge of the
highlight; many edges can be seen in Type B images while
textures in Type A images are rather smooth. These effect
will be investigated in future for improving the segmentation
results.

V. CONCLUSIONS

In this paper, we presented a segmentation method based
on a SVM-MRF combination. Currently the parameter p, the
probability that two adjacent patches takes the same label, is
left for operators to tune how much the segmentation result is
sensitive to noise. Future work includes automatic adjustment
of the parameters, and segmentation of NBI endoscopic video
sequences.
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(a) p = 0.00 (b) p = 0.50 (c) p = 0.99

Fig. 5. Segmentation for NBI images of Type A for different values of p (best viewed in color). Blue color represents Type A, red Type B, and green
Type C3.

(a) p = 0.00 (b) p = 0.50 (c) p = 0.99

Fig. 6. Segmentation for NBI images of Type B for different values of p (best viewed in color).

(a) p = 0.00 (b) p = 0.50 (c) p = 0.99

Fig. 7. Segmentation for NBI images of Type C3 for different values of p (best viewed in color).
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