
  

 

Abstract— Magnetic Resonance Imaging (MRI) techniques 

such as Current Density Imaging (CDI) and Diffusion Tensor 

Imaging (DTI) provide a complementing set of imaging data 

that can describe both the functional and structural states of 

biological tissues. This paper presents a Joint Independent 

Component Analysis (jICA) based fusion approach which can 

be utilized to fuse CDI and DTI data to quantify the differences 

between two cardiac states: Ventricular Fibrillation (VF) and 

Asystolic/Normal (AS/NM).  Such an approach could lead to a 

better insight on the mechanism of VF. Fusing CDI and DTI 

data from 8 data sets from 6 beating porcine hearts, in effect, 

detects the differences between two cardiac states, qualitatively 

and quantitatively. This initial study demonstrates the 

applicability of MRI-based imaging techniques and jICA-based 

fusion approach in studying cardiac arrhythmias. 

 

Index Terms –Magnetic Resonance Imaging, Data Fusion, 

Ventricular Fibrillation, Joint Independent Component 

Analysis    

I. INTRODUCTION 

Researchers have strived to understand the underlying 
mechanism of initiation, maintenance, and evolution of VF. 
In the past, they have undertaken a great deal of work in 
spatial and temporal characterization of VF -   [1, 2, 3, & 4] 
to name a few - in order to track VF’s organization and 
evolution.  However, most studies on VF have been limited 
to the analysis of ventricular electrical activity on the surfaces 
of the epi- and endocardium. Although insightful, surface 
studies provide an incomplete depiction of VF’s 
electrophysiology on a three-dimensional medium, that is, the 
mammalian heart. Therefore, the need to probe into the 
myocardium’s internal bulk arises. Studies on VF using 
needle electrodes, such as [5], to study intramural activity of 
a heart during VF has been done however only specific 
regions on the myocardium were studied. In contrast, various 
medical imaging tools have been proven useful in providing 
greater depth of information from targeted anatomy and/or 
physiology in a non-invasive fashion.  

In the case VF analysis, two known Magnetic resonance 
imaging (MRI) techniques could prove to be very useful: 
Current Density Imaging (CDI) and Diffusion Tensor 
Imaging (DTI). CDI, pioneered by [6], provides a spatial 
distribution of electrical currents passing through a medium. 
Images for CDI are obtained by computing the curl from the 
changes in magnetic flux caused by electrical currents [7]. On 
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the other hand, DTI has been widely used to characterize the 
Brownian diffusion of water in tissues to provide exquisite 
details of tissue microstructure [8].  

Both of these modalities can be used hand in hand in 
order to study the spatial distribution of electrical currents in 
the individual fibers of the myocardium during different 
modes of cardiac activation. In our previous work [9], we 
have established the existence of a greater correlation 
between the fibers of the myocardium along the superior-
inferior (SI) axis and the curl of the magnetic flux along the 
same axis than the fibers along the anterior-posterior (AP) 
and medial-lateral (ML) axes.  

Although complementary, these modalities are not readily 
fusible on a pixel level as they belong to different domains of 
measurement. Therefore, it is more reasonable to explore the 
information shared between these two modalities. A form of 
feature level fusion known as Joint Independent Component 
Analysis (jICA) has been developed by [10] to utilize the 
cross-information between two different but complementing 
modalities.  In fact, jICA has been used for many different 
studies in the human brain to discover direct and remote 
associations on image and signal data while performing 
analyses on different human brain pathologies.  

The objective of this paper is to discuss the utility of the 
jICA technique in fusing features of CDI and DTI, as used on 
porcine hearts, in order to gain better insight of the dynamics 
of VF by differentiating two cardiac states: VF and 
Asystolic/Normal (AS/NM) (AS and NM states are assumed 
to have similar electrical current pathways).  Furthermore, the 
relationship between fibre orientation and electrical current 
distribution according to cardiac states shall be explored. On 
Section II, methodologies on data acquisition, CDI and DTI 
calculations, feature extraction, data pre-processing and 
fusion will be discussed.  Subsequently, quantitative analyses 
and discussions on the results of fusion will be presented on 
Section III.  Finally, Section IV outlines our conclusions 
from the study and list suggestions for further improvement. 

II. METHODS 

A. Data Acquisition 

Under an approved Animal Use Protocol drawn from 
Toronto General Hospital, 6 beating hearts were harvested 
from healthy porcine subjects while under deep anesthesia. 
From the Animal Resource Centre operating room, a heart 
was delivered to a nearby room where a mobile Lagendorff 
perfusion system (figure 1A) was set up.   
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 Using the equipment, a beating heart was perfused with 
carbogen-infused (95% O2, 5% CO2) Tyrode solution, 
maintained on an average temperature of 37°C.  Non-
magnetic electrodes were then attached to the myocardial 
sites as shown on figure 1B. The heart was placed inside a 
MRI phantom (figure 1C) to allow the Tyrode solution to 
circulate and protect the MRI machine. With the perfusion 
system, the beating heart was transported to the imaging wing 
of the hospital where our CDI protocols for two cardiac states 
were executed on a 1.5T GE Signa MRI System. Six (6) 
consecutive slices were collected from the ventricles of the 
heart with the following imaging parameters: NEX: 2-3; TR: 
700 ms; TE: 40 ms; slice thickness: 7 mm; slice spacing: 0 
mm; FOV: 15 cm; 2 Orientations (figure 1D); and current 
injection: 15 mA – 25 mA, depending on the heart’s 
measured impedance. After the CDI protocols were 
completed, our DTI protocol was then executed on an 
asystolic heart with the same MRI system: Twenty-one (21) 
slices of diffusion-weighted images (DWIs) were collected 
from the entire heart with the following imaging parameters: 
NEX: 6; TR: 8300 ms; slice thickness: 7 mm; slice spacing: 0 
mm; FOV: 15 cm; b value: 1000; and no. of directions: 30. 
Throughout the experiment, the heart’s ECG was monitored. 
A batch of CDI images was eventually collected for each 
electrophysiological state of the heart (VF or AS/NM). DWIs 
were also collected after the CDI protocol has been executed 
and all electrodes have been removed. It is important to note 
that each cardiac state was treated as a separate “subject”, 
even as the two states are from the same heart. In total, 8 
datasets were collected from all 6 porcine hearts (4 subjects 
in a state of VF and 4 subjects in a state of AS/NM).  Each 
experiment, lasting 3 to 5 hours in duration, required diligent 
and extensive preparation, coordination and collaboration 
with numerous departments. 

B. CDI Calculation 

The procedure in calculating CDI images are outlined in 
[11].  However, certain modifications were set in place to suit 
our application. With two orientations available, the curl of 
the magnetic flux (B) along the z-axis (Jz) can, thus, be 
calculated with the formula: 
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Where µ0 is the permeability of free space and Bx and By are 
the magnetic flux components on the x and y axes 
respectively.  Masks were created from the magnitude images 
by examining the histogram of each image and manually 

selecting the pixel value in which the histograms of the 
background and object intersect, serving as a threshold. A 5-
by-5 median filter was applied after calculating the difference 
between the partial differentials in (1). Jz was then treated as 
a feature for CDI. 

C. DTI Calculation 

The DWI images collected were used as inputs to the 3D 
Slicer program in order to calculate the DTI images for each 
slice [12]. The components of the primary eigenvector of the 
diffusion tensor in each voxel were extracted. Since only the 
z-component of the overall curl of the magnetic flux in CDI 
was available, only the z-component of the primary 
eigenvector (Dz) was considered as a main feature for DTI. 

D. CDI & DTI Slice Matching and Registration 

A slice matching procedure was performed in the 
following way: the masks of six consecutive slices of CDI 
were matched to the Otsu masks [13] of the DTI images 
(obtained 3D Slicer) by taking the ratio each of the 
corresponding mask areas and calculating the variance 
among these ratios. The best matching set of Otsu masks 
should have the least variance compared to other sets. The 
matched slices were registered by cross correlating the masks 
of the matched images. With the coordinates of the maximum 
cross-correlation coefficient, the DTI images were shifted 
accordingly to match the spatial location of the CDI images. 
Manual inspection was carried out in order to ensure that a 
match was achieved between the two images. 

E. Data Fusion – Joint Independent Component Analysis 

jICA is a feature-based fusion technique, introduced by 
[10], that builds upon the idea that cross-information exists 
between different data sets. The goal is to estimate a joint de-
mixing matrix, W, to estimate the components, Y, from the 
given mixture, X, that is 

    .         (2) 

W can be estimated such that the maximum likelihood of 
W, L(W), is maximized. If given data sets for CDI and DTI, 
XC and XD respectively, with dimensionalities N × P and N × 
Q respectively, then the likelihood function to be maximized 
can be written as follows [10]: 
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Figure 1: A) shows the mobile Langendorff system for explanted porcine heart experiments. : BT: Bubble trap; P: MRI Phantom; H: Heater; R: Tyrode 

reservoir. B) Depicts the electrode placements on a porcine pig before imaging. C: Current injection electrodes; S: Stimulation electrodes; E/D: ECG and 
Defibrillation copper pads. C) Shows the MRI phantom with the porcine heart inside which was fitted with bubble wrap to prevent sudden movements; A 

small, secondary bubble trap was set up inside the phantom D) Two orientations necessary for CDI collection as outlined in [11].  
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pA and pB are the probabilities of value uC,p and uD,q, 
respectively. Each feature, Jz and Dz, were normalized to the 
maximum of the absolute value of the pixels within each slice 
so that the maximum value in a slice is 1. Following [14], as 
Dz  carries only positive values, its pixel signs were adjusted 
in such a way that its mean was zero. This way, pixels with 
extremely small values were prevented from causing 
overwhelming contributions during fusion.  For each subject, 
a slice of Jz and Dz images was concatenated side by side, 
with each slice stacked on top of each other, creating the 
matrix P. Principal Component Analysis (PCA) by Singular 
Value Decomposition (SVD), as explained on [15], was used 
to reduce the stack of images to one representative vector,   , 

                                           (4) 

using the first right singular vector as the first principal 
component (E), conserving most of its variance. This was 
done for all 8 data sets. All representative vectors   were 
then stacked on top of each to form the feature matrix, X. 

The Infomax Algorithm [16], was utilized to estimate a 
representative component for a subject (According to [17], 
Infomax was an equivalent of the maximum likelihood 
function used for data fusion in (3); hence, Infomax was used 
instead of a maximum likelihood algorithm).  After 
estimating the component matrix (Y), each independent 
component (  ) for each subject were separated from the 
component matrix and the concatenated images (Q) were 
reconstructed using the same principal component used to 
reduce their dimension 

                   .                       (5) 

The pixel signs on the reconstructed Dz were converted 
back to their original polarity. For each slice in both 
reconstructed Jz and Dz, corresponding masks were applied to 
eliminate pixel remnants from other subjects. Finally, for 
display, the means and standard deviations of each of 
reconstructed slices of Jz and Dz were calculated. The pixels 
were capped to a value equal to the mean, in addition to a 
multiple M (in this case, M = 3) of the standard deviation.  

Following the convention established for jICA, the 
reconstructed Jz and Dz, will be labeled as jCDI and jDTI to 
denote joint CDI and joint DTI components. 

In addition, from hereon in, the original CDI and DTI 
images will be labeled as oCDI and oDTI for ease of 
reference.      

III. RESULTS & DISCUSSIONS 

Figure 2 shows representative results of jICA for the VF 

group (2A), AS/NM group (2B), and the calculated jICA 

loadings (2C). From 2C, it could be observed that there is a 

qualitative difference between the two states highlighting the 

potential use of a jICA-based to fuse CDI and DTI data. For 

the quantitative comparison, a two sample t-test did not yield 

statistically significant results. However, this could be 

attributed to notably few samples. 

In order to compare the advantages of fusing CDI and 

DTI using jICA and enhancing the difference between 

cardiac states, we also tested the differentiation of these two 

states using separate ICA loadings of CDI (Figure 3A) and 

DTI (Figure 3B). As seen in figures 3A and 3B, they did not 

yield observable difference between two cardiac states; this 

emphasizes the advantage of data fusion using the proposed  

 
Figure 2: Results of jICA, fusing CDI and DTI image datasets. A) shows the reconstructed slices from a VF subject B) shows the reconstructed slices from 

an AS/NM subject. In both A & B, the top row represents the jCDI components and the bottom row represents the jDTI components. C) shows the jICA 
loadings obtained from the estimated demixing matrix, W; VF: µ = 1.02, σ = 0.18, AS/NM: µ = 1.2, σ = 0.14. 

 
Figure 3: Separate ICA Loadings of CDI (A) and DTI (B) for two different 

cardiac states: VF and AS/NM. Instead of concatenating the two modalities, 
each had a feature matrix that was then demixed by infomax.  
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Figure 4: Joint Average Histograms of jCDI and jDTI computed across 

subjects for each cardiac state 
 

approach. The relationship between jCDI and jDTI was also 

examined through the average joint histograms of the two 

cardiac states as shown on figure 4. It was found that for VF 

subjects there is a wider range of pixel values on both the 

jDTI and jCDI axes, as compared to concentrated pixel 

values for AS/NM subjects. In such a case, it is reasonable to 

suggest that, in the state of VF, more regions of the 

myocardium are active than in the state of AS/NM. Such 

areas can be located more easily on the jDTI images since 

these images project more distinct high intensity regions 

than the noisy jCDI images as shown on figure 2. Some of 

these regions can be seen on outer edges of the myocardium 

as well as in some places on the septum. In addition, these 

high intensity areas are also observed around where there is 

a build-up of Tyrode solution (usually in the ventricles).  

It is important to note that we are assuming that DTI 

does not change with cardiac activity. Therefore, even 

though there is a considerable spread of pixel values on the 

jDTI axis for VF cases, the observed differences on the 

histograms are primarily influenced by the change in cardiac 

states captured by the original CDI images.  

IV. CONCLUSIONS 

This paper presented a jICA-based fusion for CDI and 

DTI data, combining the functional and structural 

characteristics of the cardiac tissue during VF and AS/NM. 

Using this approach we have demonstrated that fusion 

enhances the combined information from these two different 

imaging approaches which shows great potential in studying 

ventricular arrhythmias. Considering the complexity 

involved in the experimental procedures in obtaining data 

from an isolated heart set-up inside an MRI bore, the 

presented results prove to be encouraging. Future works 

involves increasing sample size, improving slice matching 

and image registration techniques, and testing the robustness 

of the jICA technique with additional cardiac data.  
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