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Abstract— As a measure of chest wall acceleration caused by
cardiac motion, the seismocardiogram (SCG) has the potential
to supplement the electrocardiogram (ECG) to more accurately
trigger cardiac computed tomography angiography (CTA) data
acquisition during periods of cardiac quiescence. The SCG was
used to identify the systolic and diastolic quiescent periods of
the cardiac cycle on a beat-by-beat basis and from composite
velocity signals for nine healthy subjects. The cardiac velocity
transmitted to the chest wall was calculated using a Kalman
filter. The average systolic and diastolic quiescent periods were
centered at 30% and 76%, respectively. Inter- and intra-subject
variability of the quiescent phases with respect to the ECG
was observed, suggesting that the ECG may be a suboptimal
modality for predicting cardiac quiescence.

I. INTRODUCTION

Cardiac computed tomography angiography (CTA) is a
promising technique for diagnosing coronary artery disease,
which can be attributed to one in every six deaths in the
United States of America [1]. CTA is considerably less
invasive and more cost effective than the current gold stan-
dard for diagnosing coronary artery disease, the catheterized
coronary angiogram. However, CTA requires that imaging
data be acquired during periods of minimal cardiac motion
within the cycle to obtain motion-free images. Therefore, it is
imperative to accurately trigger computed tomography (CT)
data acquisition during periods of cardiac quiescence.

The current method for predicting cardiac quiescence, the
electrocardiogram (ECG), is an indirect representation of the
mechanical state of the heart. As a direct representation of
chest wall motion due to cardiac activity, seismocardiography
(SCG) can be used as a marker of cardiac quiescence and
may prove more reliable than the ECG for the prediction of
cardiac quiescent periods [2]–[5].

For this work, cardiac quiescence is determined from
periods of minimal velocity magnitude derived from the SCG
acceleration signal. Acceleration cannot be used directly
because periods of minimal acceleration could potentially
correspond to periods of constant velocity. Although SCG
is a one-dimensional representation of cardiac motion, it
is CT-compatible in that SCG measurement devices, linear
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accelerometers, can be introduced into the CT scanner with-
out causing significant streak artifacts in the CT images.
Furthermore, SCG can be used for the real-time prediction
of cardiac quiescence. Therefore, SCG has strong potential
to supplement ECG as a signal for cardiac gating of imaging
data acquisition.

The remainder of this paper is organized as follows.
Section II presents the methods used for quiescent period
identification. Periods are detected on a beat-by-beat basis
and from composite velocity signals. The results of the
detection methods for nine patients are provided in Section
III. Lastly, a short discussion of the impact and applicability
of the proposed methods is given in Section IV.

II. METHODS

Cardiac quiescence is detected from the SCG on a beat-
by-beat basis and from composite velocity signals. A Kalman
filter is used to obtain a robust estimate of the cardiac motion
transmitted to the chest wall velocity in real-time from the
SCG. The magnitude of this velocity is then estimated using
a sliding window root mean square (RMS) technique. From
the velocity magnitude, quiescence is detected on a beat-
by-beat basis. Lastly, to obtain a more robust indication of
the velocity magnitude on average as a function of heart
rate for each patient, the observed cardiac cycles are sorted
by their instantaneous heart rates and averaged to form
composite signals. Quiescent period phases and durations are
then calculated from these composite signals.

A. Beat-by-Beat Detection of Cardiac Quiescence from SCG

Cardiac quiescence is detected from the SCG as periods
of minimal velocity by using a Kalman filter to calculate
the cardiac velocity transmitted to the chest wall from the
acceleration provided by the SCG. The Kalman filter frame-
work provides a robust method for estimating the underlying
true acceleration and velocity from the potentially noisy SCG
[6], [7]. Quiescence will be defined as periods of minimal
velocity.

Velocity is estimated in real-time from the acceleration
signal provided by the SCG, a(i), using a Kalman filter. The
model state is defined as

x(i) =
[
x(i) v(i) a(i) j(i)

]T
, (1)

where x(i) is the position, v(i) is the velocity, a(i) is the
acceleration, and j(i) is the jerk of the SCG accelerometer
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Fig. 1. Signal processing flow to determine chest wall velocity from the SCG.

sensor. The update equations can then be defined as

x(i) =x(i− 1) + v(i− 1)∆t

+ a(i− 1)
∆t2

2
+ j(i− 1)

∆t3

6
, (2a)

v(i) =v(i− 1) + a(i− 1)∆t + j(i− 1)
∆t2

2
, (2b)

a(i) =a(i− 1) + j(i− 1)∆t, (2c)
j(i) =j(i− 1), (2d)

where ∆t is the sampling period. By introducing jerk into
the model, the accuracy of a(i) will increase because the
assumption of constant acceleration between samples is
no longer necessary. Although (2d) indicates that jerk is
constant, this is not the case. The resulting model error in the
jerk term can be accommodated by setting the process error
associated with the jerk term equal to the expected variance
of the jerk.

The Kalman update equation for this model is defined as

x(i) = Ax(i− 1) + w, (3)

where A is the state transition matrix and w is the process
error. Next, the observation equation is defined as

z(i) = Hx(i) + v, (4)

where z(i) is the observation, H is the measurement matrix,
and v is the measurement noise at time index i.

The update equations, defined by (2), result in a state-
transition matrix of

A =


1 ∆t ∆t2

2
∆t3

6

0 1 ∆t ∆t2

2
0 0 1 ∆t
0 0 0 1

 . (5)

The jerk term of the process error, w, will be equal to
the variance of dj/dt. This variance is approximated by
computing the variance of a(i + 1) − 2a(i) + a(i− 1).

Because only acceleration is measured by SCG, the mea-
surement matrix will be

H =
[
0 0 1 0

]
, (6)

and the measurement error, v, is equal to the variance of the
signal noise in a(i).

The velocity of the chest wall, vSCG(i), is calculated from
the SCG signal using a combination of low-pass, notch,
and Kalman filters. The SCG signal is first low-pass filtered
with a cutoff of 20 Hz to remove higher frequency content
associated with the sounds of the cardiac valves [8]. The

resulting signal is then passed through a notch filter centered
at 0 Hz with a cutoff of approximately 2 Hz to remove any
DC offset and respiratory motion. The resulting signal, a(i),
is then passed through a Kalman filter to obtain a robust
estimation of the chest wall velocity, v(i). The velocity is
then passed through a notch filter equivalent to the first to
remove any lingering DC bias. This process is summarized
in Fig. 1.

The approximate magnitude of the chest wall velocity,
v̂SCG(i), is calculated as the windowed RMS of vSCG(i).
An 83 ms rectangular window is used for two reasons. First,
the resulting signal will be a smoothed version of the velocity
magnitude of the chest wall, making identification of quies-
cent periods easier. Second, an 83 ms window corresponds
to the typical data acquisition time of a single slice on a
dual-source CT scanner, such as the Siemens SOMATOM
Definition Flash (Siemens Healthcare, Erlangen, Germany).
Each value of v̂SCG(i) corresponds to the RMS of the chest
wall velocity for a length of time corresponding to the CT
slice data acquisition time centered at i. The windowed RMS
is calculated as

v̂SCG(i) =

√√√√√ 1

N

N/2∑
n=−N/2

v2
SCG(i + n), (7)

where N is is the number of samples corresponding to 83
ms. An example of vSCG(i) and v̂SCG(i) along with the
synchronized ECG are shown in Fig. 2. Quiescent periods
are determined as time intervals where v̂SCG(i) is less than
the mean of v̂SCG for each cardiac cycle as defined by the
synchronously acquired ECG.

B. Quiescence from Composite Velocity Signals

To identify the overall nature of cardiac quiescence from
SCG for a range of observed heart rates, composite velocity
magnitude signals are generated for each subject. These
composite signals are created by segmenting the velocity
magnitude signal, v̂SCG(i), by the R-R interval of the
synchronously recorded ECG signal. After segmentation,
the instantaneous heart rate for each cycle is derived from
the known cycle length in seconds. Cycles of the velocity
magnitude signal can then be sorted into groups by the
instantaneous heart rate of each cycle. After sorting, the
segmented cycles are time-scaled to equal length, allowing
the groups to be averaged and compared. This process is
summarized as

vm(i) =
1

Nm

∑
v̂n∈Hm

v̂n(i), (8)
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Fig. 2. Plot of chest wall velocity, vSCG, and velocity magnitude, v̂SCG,
from the SCG (a) along with the synchronized ECG (b).

where vm(i) is the composite velocity magnitude signal for
heart rate range Hm, Nm is the number of cycles in the range
Hm, and v̂n(i) is the nth time-scaled velocity magnitude
cycle in Hm. Quiescent periods can be determined from
each vm(i) providing cardiac quiescence information as a
function of instantaneous heart rate for each subject. Similar
to beat-by-beat detection presented in Section II-A, quiescent
periods are detected as time intervals when vm(i) is less that
the mean of vm(i).

C. Data Acquisition

Quiescent periods were detected from the SCG for nine
healthy human subjects. SCG and ECG data were syn-
chronously acquired for nine healthy human subjects at a
rate of 1.2 kHz using a custom SCG acquisition device
described in [5]. The SCG sensor was placed at the end
of sternum superior to the xiphoid process and acceleration
was measured in the dorso-ventral direction. Full informed
consent was obtained from each subject in accordance with
the Emory University Institutional Review Board. Two of
the subjects were examined solely for the SCG. The SCG
data of the remaining seven subjects were acquired contin-
uously while the patient received a synchronously acquired
echocardiogram.

III. RESULTS

For each subject, the systolic and diastolic quiescent
periods were identified on a beat-by-beat basis. Composite
velocity magnitude signals were then computed across the
range of observed heart rates. Lastly, composite velocity
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Fig. 3. Image of composite velocity magnitudes, vm(i), across a range
of heart rates for Subject 7. The longest systolic (left) and diastolic (right)
quiescent periods are indicated in white. The center of each quiescent period
is indicated by a white circle and the duration is indicated by the line passing
through that circle.

maps and the corresponding quiescent periods were gener-
ated for each subject.

The systolic and diastolic quiescent periods were identi-
fied for each cardiac cycle using the methods presented in
Section II-A. The systolic quiescent period was defined as
the longest quiescent period with a center occurring before
60% of the cardiac cycle as defined by the R-R interval of the
ECG. The diastolic quiescent period was defined in the same
manner but with a center occurring at or later than 60%. A
summary of the identified quiescent periods is provided in
Table I.

From Table I, the duration of the diastolic periods (in ms)
can be seen to decrease with heart rate, while that of the
systolic periods is relatively independent of heart rate. These
results agree with those demonstrated by [9].

In addition to beat-by-beat detection, quiescent periods
were identified for composite velocity magnitude signals us-
ing the methods of Section II-B. For each subject, composite
velocity magnitude signals, vm(i) from (8), were generated
for heart rate range sets with a width of two beats per
minute and 50% overlap at one beat per minute increments.
All vm(i) were normalized to have a maximum of one.
A composite velocity map of all vm(i) for Subject 7 is
provided in Fig. 3 with the image intensity corresponding
to the velocity magnitude. Quiescent periods were identified
for each vm(i) and are indicated on the image in white.
Each composite signal represents the average of all velocity
magnitude segments with an instantaneous heart rate within
±1 bpm of the rate indicated. From Figure 3, the duration
of the quiescent period during mid-diastole decreases as
heart rate increases, whereas the duration of the quiescent
period during end-systole increases minimally as heart rate
increases.
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TABLE I
QUIESCENT PERIOD STATISTICS

Subject Cycles Heart Rate Systolic Periods Diastolic Periods
Center (%) Duration (ms) Center (%) Duration (ms)

1 210 49.6±5.0 22.0± 2.1 161± 8 71.3±2.8 543± 81
2 91 52.0±3.2 24.6± 1.3 132±24 69.5±1.5 639± 50
3 3820 63.9±5.4 30.8±12.8 162±83 76.6±9.2 281±135
4 3801 67.1±6.3 29.5± 6.7 183±54 77.4±6.5 348±114
5 3509 68.4±8.6 30.9± 9.7 187±80 75.9±8.9 322±158
6 3041 74.1±6.5 31.7± 7.5 135±54 75.5±6.3 324±106
7 6445 81.5±6.8 30.8± 6.3 191±54 76.2±6.3 263± 91
8 4481 84.7±3.4 31.1±10.7 129±50 80.8±4.5 236± 56
9 1759 90.1±5.1 32.7± 4.5 173±44 77.9±4.7 227± 62

IV. DISCUSSION

The two methods presented above address the problem of
quiescent period detection using two different approaches.
The beat-by-beat detection method presented in Section II-
A is an approach that can be used to detect quiescence
in real-time. The downside to this approach is that it is
subject to sensor noise and subject movement. The composite
signal method for detecting quiescent periods presented in
Section II-B relies on generating typical velocity magnitude
signals for the range of heart rates observed for each patient.
Because this method relies on averaging many signals to-
gether it is more robust at the expense of not being sensitive
to beat-by-beat variation in the motion of the chest wall.

Beat-by-beat detection can be used to observe quiescence
in real-time with minimal delay. Although this method is
sensitive to patient movement, the expected level of patient
movement during a CT exam should be similar to that
observed for Subject 1 and 2 who were examined solely
for SCG acquisition. The results for the remaining subjects
demonstrate more noise in terms of standard deviation. It is
assumed that this is partly the result of patient motion due
to the simultaneous echocardiography exam each of those
subjects received. From Table I, the amount of noise apparent
from the standard deviations of the measurements is much
less for Subjects 1 and 2. Because the beat-by-beat method
can detect quiescence in real-time, it serves as an important
component of quiescence prediction from SCG in real-time.

The observed inter- and intra-subject variability of the
quiescent period center with respect to the ECG suggests that
ECG may be a suboptimal predictor of cardiac quiescence.
A phase difference of 10% was shown to result in up to a
66% reduction in the total number of diagnostic studies for
the subject population in [10]. The potential impact of the
use of SCG for CT gating is an area of future research.

Composite velocity magnitude signals can be used to
robustly detect the average quiescent periods for the range of
heart rates observed for each patient. This method provides
a convenient method for determining the optimal quiescent
periods on average according to the SCG. Thus, patient-
specific gating parameters can be obtained prior to a CTA
examination and then utilized as optimal phases for gating
by the CT machine. However, the performance of this type
of patient-specific gating protocol is heavily dependent on

intra-subject cardiac cycle variability because the composite
signals are not sensitive to beat-by-beat variation in the
motion of the chest wall.

Both of the presented methods serve an important role
in the detection and prediction of cardiac quiescence. The
beat-by-beat detection methods can be used for real-time
prediction methods whereas the composite signal methods
can be used for offline methods for predicting cardiac
quiescence. Although offline methods are not as sensitive
to beat-by-beat variability, they are a necessary first step
toward SCG based gating because they can be implemented
without any change in CT machine hardware. Future work
will include assessing the accuracy of both the beat-by-beat
and composite velocity methods by comparing the detected
quiescent periods to those observed from CT data for the
same patients. In addition, the potential increase in CT
image quality resulting from more accurate gating will be
investigated.
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