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Abstract— Computer based modeling and analysis of blood
vessel (BV) networks is essential for automated detection and
tracking of anomalies and structural changes in retina images.
Among many published techniques for automated BV mapping,
optimal selection of thresholds to delineate BV pixels from
their background pixels remains an open problem. In this
paper we propose a novel representation of a BV pixel feature,
daisy graph, using rotational contrast transform (RCT), and
two feature descriptors energy E, and symmetry difference
Sp of the daisy graph. Non-BV pixels are separated from BV
and boundary pixels based on E,. Fitness of the lognormal
distribution to S, of BV pixels with negative £, has been tested
extensively for images in the STARE and DRIVE databases.
Based on statistical pattern analysis in the feature space, we
propose a fast self-calibrated BV mapping algorithm which
achieve comparable and statistically sound performance as
contemporary solutions.

I. INTRODUCTION

The blood vessel (BV) network is the most prominent
organelle in retina images. Precise BV network mapping
is the key for accurate assessment of anatomic and patho-
logical conditions. Despite a large number of BV mapping
algorithms published in the literature, selection of optimal
parameters to reflect differences between individuals remains
an open problem and most algorithms used emperical results
to choose parameters. Besides, BV segments at different gen-
eration levels [1] also have different characteristics in their
width, length and transitional properties on their boundaries.
It is relatively easier to capture the ridge of a BV, but the
challenge level increases rapidly when we try to delineate
BV vs. non-BV pixels near the boundary of a BV. A good
solution needs to be able to incorporate individuality and
the differences between large vs. small BV segments into
the modeling process. To advance the state of art, there is a
great need for self-calibrated parameter selection algorithms,
which needs to be based on a sound theoretical model, so that
one can reliably reflect individual differences in parameter
selection to achieve the targeted sensitivity and error rate
goals.

In this paper, we first propose two novel feature descriptors
symmetry-difference S, and energy E), based on RCT. E), is
a powerful indicator to seperate BV and non-BV pixels. S, of
BV and boundary pixels with negative E, fits to lognormal
distribution, which provides sound statistical principles for
parameter tradeoff. More importantly, the strong correlation
between statistical measures of BV pixels and boundary
pixels provides a way to personalize parameter as we can
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easily get boundary pixels using edge detector. Using in-
creased threshold values in S, derived from the fitted curve
at each stage, we grow the vascular network from the ridge
BV to BV boundary and small BV branches. Candidates are
judged by continuity which avoids the problem of parameter
difference of large and small branches. The new BV mapping
algorithm achieves comparable performance as state-of-the-
art algorithms, with additional advantages of low computa-
tional costs, and ease of parameter selection.

The rest of the paper is organized as follows. Related
work on BV mapping is presented in section II. In section
III, we discuss in details the feature extraction method on
retina images and the statistical attributes. Then we introduce
our BV mapping algorithm in section IV. In section V, we
compare our BV mapping results with the state-of-the-art
algorithms using conventional evaluation metric.At last, we
conclude our work in section VI.

II. RELATED WORK

A detailed survey of blood vessel segmentation method-
ologies are presented in survey [2]. Blood vessel mapping
algorithms in the literature are mainly based on shape match-
ing filters, morphological operators, and linearity-continuity
tracking. The Gaussian distribution, second order derivative
Gaussian, or Gabor have been widely proposed for shape
based filtering [3], [4], [5], [6]. A main challenge of this
approach is selection of filter parameters for a broad range
of BV shapes and sizes. The second major type of algorithms
is based on mathematical morphology operators such as ero-
sion, opening, closing, etc. [7], [8]. Typically, BV segments
were first enhanced by a sum of top-hats morphological
operators, and then BV pixels are detected based on linear
coherent curvature calculation. Algorithms based on this
approach work well on angiography images, but they tend to
overestimate the BV width in the produced BVs maps due
to quantization effects. Similar to the filter-based designs,
they also face the challenge of parameter calibration. Most
BVs have continuous flows with small intensity change. The
continuity of the flow in the spatial domain is widely use
for tracking algorithm [4], [9]. Our BV algorithm checks the
candidates BV pixels based on this property.

With the blooming of machine learning, both unsuper-
vised and supervised learning techniques have been proposed
for pixel classification [11], [12], [13], where BV pixel
properties are captured in high dimensional feature vectors
for analysis. However, the results are hard to interpret and
features extraction and pre-processing highly influence the
performance.
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Fig. 1. Rotation Contract Transform

III. FEATURE ANALYSIS OF RCT VALUES OF RETINA
IMAGE PIXELS

A. Daisy graph and its feature descriptors

Rotational contrast transform (RCT) is a contrast based
filter applied to the green channel of a color retina image,
which obtains readings along different orientations [14]. The
contrast Cg [15] of a pixel p along a direction 6 is defined
as Cg = (I, —I;‘?) /IA" .where I, is the intensity of p, I;‘f =
1/ que Nor g is the average intensity of p’s neighbors along
directionpe, and r the distance span of the neighborhood. The
neighborhood of p along direction 6 with size r is defined as:
NET = {(xg,yg)Ixg = [xp+kcosO|,yq = [yp+ksinb] k =
1..r}. Neighborhood size r is about twice the width of the
vessel. We set r =21 and N = 32.

In Figure 1, we illustrate how RCT is calculated and
RCT (daisy graph) of some pixels. For pixels near the
BV, there are large positive contrast values on directions
towards the BV. For pixels inside the BV, the contrast values
are axisymmetric along the flow direction and are negative
values. The daisy graph representation provides a qualitative
representation of the morphological property of the image
pixel. To explore and quantify the relationship between
shapes of daisy graph patterns with respect to BV, we
propose two feature descriptors, energy E, and symmetry-
difference S, for pattern and statistics analysis of BV, BV
boundary, and the background pixels.

For a pixel p, its energy descriptor E, = Z%;(l) Cg’" , where
Cgm is the RCV values along 6,,, 6, = 27m/N. Based on
Figure 1, we know that E, for BV pixels is mostly negative
while it is usually non-negative for non-BV pixels. The
magnitude of E, of larger BVs is usually larger than that
of smaller/shallower BVs.

N/2—1 | ~0m  ~Om+N/2) ) 4

. C 7C7 CJ

The symmetry-difference S, = ):'":("M‘le’c )—;mn(c )I‘/ Sl
P P

,where Cgm and C,?’”HV/ ? are the RCT values in opposite

directions along 6,,. C » 1s the mean of contrast magnitudes.
|[Max(Cp,) —Min(C,)| denotes the maximal variation in the
contrast along different directions. Taking it as the denomi-

nator will make the S, of large BV smaller.

B. Statistical properties of E,, and S, for BV and boundary

1) Human annotation: We use the twenty hand-labeled
images in DRIVE [16] by two human experts as the reference
sets to explore the statistical properties of different types
of image pixels. The two hand-labeled BV maps (for each
image) have some subtle differences, especially for BV
boundaries and small/shallow vessels. In order to evaluate
the robustness of statistical distribution against different
detection sensitivity, we will use the double-marked BV
maps, i.e., BV pixels marked by both experts and single-
marked BV maps, i.e., BV pixels marked only by one expert.
Non-BV pixels are those recognized as non-BVs by both
experts. Our analysis shows that the ratio between single-
marked to double-marked BV pixels is roughly 1:2, which
indicates the significant discrepancies between two human
experts due to different interpretation of BV boundaries.

To explore boundary properties of BV, we obtain the BV
boundary maps from both reference sets. Here, BV boundary
pixels are generated by applying the Sobel edge detector to
the binary hand-labeled BV pixel maps(0 for non-BV pixel
and 255 for BV pixel). The kernel size of the edge detector
is 3x3 and a threshold of 130 is used to pick up the BV
boundary pixels.

TABLE I
RATIO OF PIXELS WITH NEGATIVE E),

Dobule Single | Expert | Expert | non-BV
Marked | Marked 1 2
Ratio(%) 94 68 80 84 27

2) The E, descriptor for different types of image pixels:
The result suggests that a threshold near the zero-crossing
of E, values is a reasonable first indicator to eliminate a
large number of non-BV pixels. We can control the false
negative value by adjusting the threshold on the E,. Any
potentially false positive BV pixels would then be eliminated
by subsequent analysis of their S, values.

3) The S, descriptor for different types of image pixels:
Using statistical model fitting techniques [17], we find that
both the BV (blue color) and BV-boundary (red color)
histogram plots can be fitted to the lognormal distribution
functions as shown in Figure 2. We exploit six statistical
measures on these lognormal distribution curves [17]: T's;:
mode; Ts>: median; Ts3: mean; Ts4: 1o upper bound; 7'ss:
20 upper bound; T'sq: 30 upper bound. Important statistical
information can be inferred from these measures, such as the
proportion of the area covered under the curve, curve shape,
etc. Let {Tspy} and {T'sg} respectively denote six measures
for fitted distribution curves of BV and BV boundary pixels.
We then compared the paired measures of {7'sy,...,Ts¢}
from these two sets for all the images in DRIVE. Result
based on groudtruth of expert 1 is shown in Figure 3, and
result for expert 2 is similar. We observe that the paired
measures from T's; to Tss values are highly concentrated
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Fig. 3. paired measures from BV and Boundary pixels sets

along the y = x line. Only a few pairs of Ts¢ deviate from
each other slightly. We repeat this checking on STARE [18]
database and results show the same conclusion. As a result,
with high statistics confidence we can use personalized
{Tsp} which is easier to obtain from edge pixels to predict

{TSB\/}.

IV. BV MAPPING ALGORITHM

From line 2-4, we can get personalized BV measure based
on boundary pixels using Sobel operator based on the stable
relationship between statistical measures of BV and BV
boundaries. In line 5, ridge of the vessel is constructed using
threshold of T'sjand ratio of non-BV pixels includes is very
low. In line 6,7, we get more candidates for BV pixels near
boundary and smaller BV. Then from line 9-13, we use the
continuity of the blood vessel to check whether candidates
pixels are BVs. Firstly, there must be a flow direction at
current pixel which is check in Line 9-10. C;, is based on
the minimum contrast that is discernible by human eyes [19]
which is set to be -0.02. Secondly, there must be a neighbor
pixel within a distance YL along the flow direction in the
current BV set as shown in Line 11-13. L is determined
by the shortest BV segments which are approximately 10
pixels in length. ¥ is the error tolerance for BV continuity.
As we increase 7y, we will import more pixels of smeared

Algorithm 1 Blood Vessels Mapping

1: procedure BVMAPPING

2 Use the Sobel operator to get edge pixels set ES

3: Filter out pixels with negative E, in ES

4 Fit S, of pixels in ES to log-normal distribution
curve, derive the {T'sg} set for the fitted distribution

Intialize BV set BVS ={p:S, <Ts E, <0},Ts| €

{Tsz}

W

6 for 7 € {Ts2,...,Tse} do

7: CS={p:S5,<71,E, <0} > Candidate set

8 for p € CS do

9 FS«{6:Co™? < Cpin}

10: if F'S == 0 then continue

11: NS =UgersNyL,o > Nyp g is set of yL pixels
in the neighborhood of p along the direction 6

12: if NSNBVS! =0 then

13: BVS «+ BVSU{p}

and fragmented BVs. We set y=0.8, L = 10.

Let N denote the number of image pixels, the computing
cost for RCT is r*N, where r is the number of neighbor
pixels. It takes 2N+2 steps to compute S, and E,. The
computing cost of the Sobel edge detection is O(N). The
cost of Lognormal fitting is O(N), and the cost for continuity
tracking O(N). Adding these costs together, we conclude that
the asymptotic cost of the BV mapping algorithm is O(N).

V. EXPERIMENTAL RESULTS AND EVALUATIONS
A. Experiment setup

We test the performance of BV detection scheme on all
images of both DRIVE and STARE databases. A quantile
threshold QT of 0.92 is posed on the Sobel edge detector
results. Empirical results show that it serves well for extract-
ing the BV edges with minimal side effects caused by severe
noise or artifacts in highly diseased retinas. Experiment
results show that {Tsj,...,Tss} is not affected when QT
changes in range [0.9,0.95]. Only T differs which might
serve different purpose for small and shallow BV detection.

We adopt the most common conventional method to eval-
uate BV segmentation by selecting one human segmented
result as the ground truth set and measure the algorithm per-
formance using the receiver operating characteristic (ROC)
curves. ROC curve is a graphical plot of the true positive rate
(TPR) vs. false positive rate (FPR). For conventional binary
classification problems, the closer a ROC curve approaches
the top left corner, the better the performance of the method
is and the area under the ROC curve is to be the largest equal
to 1.

B. Results and analysis

Figure 4 shows the ROC curves for different methods on
DRIVE and STARE databases using the ground truth set
from the first human expert. Paired values of the TPR vs.
FPR for our detection algorithm are obtained under different
threshold values (from Tsl to Ts6) on F for each stage.
Paired measures for other detection algorithms were obtained
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Fig. 4. ROC for experiment on two datasets

based on different parameter settings reported. Our algorithm
achieves similar performance with the Staals method [13]
and outperforms Chauduri et al.s [3] and Jiangs algorithm
[10]. Staals method is among the state-of-the-art algorithms
that produce high area under the ROC curves. However,
our detection scheme has much less computational cost
as compared with Staals method. (10~15 seconds for our
algorithm compared with 15 minutes for Staals method on a
1GHz CPU)

Like many others, we also include the hand-labeled result
from another observer into our discussion and use it as the
human observer performance shown as the blue square in
Figure 4. Due to the disagreement in human judgments on
”single-marked” BV pixels, the human observer performance
is not located at the top-left corner on the plot. Human
observer performance is important in setting up the criterion
for evaluating the BV detection performance, which can be
taken as the upper boundary. And the curves of our algorithm
are very close to human observer performances.

Although our algorithm is fast and accurate, there are
still some limitation in our work. Firstly, some objects that
strongly resemble BV segments may still be mistaken for BV
pixels. Secondly, a closer look at retina images on DRIVE
and STARE shows that few of them have vascular diseases
such as neovascularizations, for which the ratio of large to
small BV pixels may differ significantly.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed two novel descriptors and show
that the distribution of BV and BV boundary pixels can both
be fitted to the lognormal distribution with stable correlated
measures. We further designed our BV mapping algorithm
to capture the dynamics in BV generations that grows from
“ridge to boundary, large to small branches”. The algorithm
is simple, fast, self-calibrated, and its ROC performance
results are highly competitive against existing algorithms.

We would like to explore more descriptors and distribution
to model other types of objects such as vessel pixels in
curvatures, gaps, bends, ets. Our ongoing study also aims
to capture the change in the distribution that may correlate

to the vascular disease patterns. It is not known if any pre-
disease conditions, such as mild hypertension would trigger
change of the BV boundary patterns in the feature space. We
also would like to conduct experiments on datasets with other
image resolution to confirm that our algorithm is independent
of the resolution.
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