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Abstract— A new algorithm for the estimation of stride
interval time series from foot gait signals is proposed. The
algorithm is based on the detection of beginning of heel strikes in
the signal by using the support vector machine. Morphological
operations are used to enhance the accuracy of detection. By
taking backward differences of the detected beginning of heel
strikes, stride interval time series is estimated. Simulation results
are presented which shows that the proposed algorithm yields
fairly accurate estimation of stride interval time series where
estimation error for mean and standard deviation of the time
series is of the order of 10−4.

I. INTRODUCTION

Wearable and portable medical sensors can be used for
remote monitoring of human beings over a long period of
time [1][2]. Such extended period monitoring can produce
large-size signals from a large number of people, resulting
in massive amount of data. An analysis of such data would
require huge computational effort which would be beyond the
capability of available computing resources. Time series can
be used to represent signal features, such as RR intervals in
electrocardiogram signals and stride interval (SI) (and also
stride frequency) in gait signals, by significantly reducing
the signal dimension [3][4][5]. Such a time series can be
estimated by detecting the indices corresponding to a suitable
pattern in the signal. Support vector machine (SVM) and
neural networks are two popular supervised machine learning
techniques used for pattern recognition [6][7][8][9][10].

We present a new algorithm for the estimation of SI
time series (SI-TS) of foot gait signals. The algorithm is
based on estimating the beginning of heel strike (BoHS)
instances on the signal. Several foot-gait signals and their
indices corresponding to the BoHS instances are assumed to
be available for training the SVM. The trained SVM is used
for classifying the components of a new signal in two classes
based on their proximity to the BoHS instances. Resulting
class labels are represented as a vector of binary valued
components. Morphological operations are applied to the
resulting vector to mitigate the effect of classification error.
BoHS instances are determined from the resulting vector, and
then SI-TS is computed by taking backward difference of the
BoHS instances sorted in the ascending order.

II. BACKGROUND

A. Support vector machines (SVMs)

Let {x1,x2, . . . ,xm} be m vectors each representing a
point in a N dimensional space. Suppose these m points
appear as two clusters which are separable by a linear
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hyperplane. The vectors associated with a cluster can be
labelled with −1 and that associated with the next cluster
can be labelled with +1. If the label of the cluster associated
with the ith vector is denoted as yi ∈ {−1, 1} , then the
hyperplane separating the two clusters can be obtained as

f(x) =

m∑
i=1

α∗
i yix

T
i x+ b (1)

where α∗
i is the ith component of the vector α obtained by

solving the optimization problem [10] [11]

maximize
α

m∑
i=1

αi − 1
2

m∑
i,j=1

αiαjyiyjx
T
i xj

subject to:

m∑
i=1

αiyi = 0,

0 ≤ αi ≤ C for i = 1, . . . , N

. (2)

Typically, only a few components of α are nonzero, and
a nonzero αi implies that the corresponding vector xi is a
support vector. Parameter b can be determined as

b =

m∑
j=1

αjyjx
T
j xi − yi (3)

where xi is any one support vector and yi is the corresponding
label [12].

The product xT
i x in (1) can be replaced by the radial basis

function kernel given by

k(xi,x) = exp

(
−||xi − x||2

2σ2

)
, (4)

where σ is a parameter. This technique is called as a kernel
trick which performs an implicit mapping of vectors x and
xi to a higher dimensional space for better classification
performance. As a result of the kernel trick, function f(x)
in (1) becomes

f(x) =

m∑
i=1

α∗
i yik(xi,x) + b. (5)

The label of the cluster associated to a new vector xk can be
determined as sign [f(xk)].

III. TIME SERIES ESTIMATION

A. Foot Gait Signal

A foot-gait signal obtained by measuring pressure under
the sole of a walking person is shown in Fig. 1(upper panel).
The signal resembles a sequence of rectangular pulses where
each pulse corresponds to a SI. A SI in Fig. 1(upper panel)
can be divided into four regions R1, R2, R3, and R4 (see
Fig. 1(lower panel)) which correspond to (i) heel strike, i.e.,

978-1-4244-7929-0/14/$26.00 ©2014 IEEE 6410



when heel touches the floor, (ii) mid stance, i.e., when foot
remains flat on the floor directly supporting the weight of
the body, (iii) toe off, i.e., when the foot begins to leave
the floor, and (iv) swing, i.e., when foot remains in the air,
respectively. SI at the BoHS can be measured as the time
elapsed from the BoHS to the next BoHS. A vector whose
successive components are SIs at successive BoHSs is called
as the SI time series (SI-TS) vector.

Fig. 1. A foot gait signal (upper panel) and four regions, R1, R2, R3 and
R4 of a pulse (lower panel).

B. Estimation of SI-TS

1) Construction of training data: Consider a vector x
of length N representing a foot gait signal and a vector
u of length T whose components are the indices of x
corresponding to its BoHSs, called as the BoHS indices. Let
d be a positive integer much smaller than the typical number
of samples in SIs in signal x. Total N − 2d sub-vectors of x
each of length 2d+ 1 can be constructed as

x̃i = [xi xi+1 · · · xi+2d]T

for i = 1, 2, . . . , N − 2d.
Let c be a positive integer much smaller than d and ui

be the ith component of u. We assume that the BoHS of
x at its index ui, called as the uith BoHS of x, can be
characterized in terms of total 2c + 1 sub-vectors, namely,
{x̃ui−c, x̃ui−c+1, . . . , x̃ui+c}. With c � d, it can be fairly
assumed that the components at the middle of these sub-
vectors have greater influence on the characterization of the
BoHS relative to the peripheral components. Dependency of
the uith BoHS on the middle components of the sub-vectors
{x̃i, i = ui − c, . . . , ui + c} can be enhanced relative to the
peripheral components, and also the dimension of the sub-
vectors x̃i can be reduced, by using the procedure described
below.

First, let N1 and N2 be two small positive integers so that
N1 � d, N2 � d, and 2d+1 is divisible by N1×N2. Divide
vector x̃i into total (2d + 1)/N1 blocks each of length N1,
compute average value of the components for each block, and
construct a vector x̂i of length (2d + 1)/N1 by setting the

computed average values as its components. Next, compute
the number of peripheral components of x̂i, denoted as tn1

,
using

tn1 = round [(0.5− t)(2d+ 1)/N1N2]N2, (6)

where 0 < t < 0.5, and construct three sub-vectors x̂1
i , x̂2

i , x̂3
i

consisting of the first tn1
components, last tn1

components,
and rest of the components, respectively, of x̂i. After that,
divide the sub-vectors x̂1

i and x̂2
i each into total tn1/N2

blocks each of length N2, compute average value of the
components for each block, and construct smaller sub-vectors
x̂1s
i and x̂2s

i using the computed average values as their
components. Finally, construct vector x̆i as

x̆i =
[(
x̂1s
i

)T (
x̂3
i

)T (
x̂2s
i

)T ]T
. (7)

Vector x̆i can be used as a feature vector of x̃i, and it
can be labelled as either +1 or −1 based on whether the
(d + 1)th component of x̃i corresponds to the index range
ui − c, ui − c + 1, . . . , ui + c of x or not. In other words, a
label yi for the ith feature vector x̆i can be set as

yi =

 +1 if
{
uj − c ≤ i+ d ≤ uj + c
for any j over 1 ≤ j ≤ T

−1 otherwise
.

for i = 1, 2, . . . , N − 2d.
Using {x̆i} and {yi}, a training matrix Tr and correspond-

ing group vector gr can be constructed as

Tr = [x̆1 x̆2 · · · x̆N−2d]
T (8a)

gr = [y1 y2 · · · yN−2d]
T
. (8b)

When more than one, say, total Ntr, training signals {xi}
and corresponding BoHS vectors {ui} are available, then the
training matrix and group vector can be constructed as

Tr =
[(

T1
r

)T (
T2
r

)T · · · (TNtr
r

)T ]T
(9a)

gr =
[(
g1r
)T (

g2r
)T · · · (gNtr

r

)T ]T
(9b)

where matrix Ti
r and vector gir are obtained as (8) using the

ith training signal xi and the ith BoHS vector ui.
In practice, the size of training data data {Tr, gr} can be

reduced by removing rows from Tr and gr so that the number
of +1 and the number of −1 in gr remain approximately
equal.

2) Estimation of SI-TS vector using SVM: Suppose we
want to find SI-TS for a signal xk of length N . A test
matrix Ts for SVM can be constructed from xk by using
the procedure used to construct Tr in (8a). Estimation of
SI-TS for xk involves performing binary classification to
determine the labels, −1 or 1, associated with the rows
of Ts. SVM is a binary classification technique where an
appropriate training algorithm, such as that available from
[13], [14], or svmtrain function in the statistics toolbox
of MATLAB, can be applied on the training data {Tr, gr}.
Moreover, the feature vectors {x̆i} constructed using (7) from
a gait foot signal can be expected to be non-separable. The
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kernel trick used in SVM has been found to be effective for
the classification of such non-separable vectors.

Function svmtrain yields various SVM parameters in-
cluding support vectors, α∗, and b. These parameters can be
supplied to the SVM classification function in the statistical
toolbox called as svmclassify which is based on the
realization of equations (3), (4), and (5). This function can
be expected to yield an estimated label, 1 or −1, for each
row of Ts. Let gs be a vector whose components are the
estimated labels for the N − 2d rows of Ts. A SI-TS vector
û can be estimated from gs using the procedure described
below. Components of gs corresponding to the indices of xk

at the BoHSs and their neighbourhood would be expected
to be of value 1. The value for the rest of the components
of gs can be expected to be −1. For ease of exposition, we
threshold the ith component of gs as

gsi = maximum{gsi, 0} (10)

for i = 1, 2, . . . , 2N − d. The resulting vector gs can be
expected to contain a rectangular pulse with unit height
centred at each index which corresponds to a BoHS index of
x. However, possible classification error by svmclassify
may split the rectangular pulses into two or more pulses of
smaller widths. Also, undesired rectangular pulses of small
widths may appear nearby the locations of the desired rect-
angular pulses. These problems can be overcome by applying
two variants of the morphological operations described in
[15], which are detailed below.

First, apply a dilation operation on gs where the ith
component of the improved vector g̃s is obtained as

g̃s1 = gs1, g̃s(2N−d) = gs(2N−d), (11a)

and
g̃si = maximum {gs(i−1), gsi, gs(i+1)} (11b)

for 1 < i < 2N − d. Then, set gs = g̃s and repeat the
operation in (11). Continue this process for, say, Ndl times,
and finally, set gs = g̃s.

Next, apply an erosion operation on gs obtained after
dilation where the first and the last components of the
improved vector g̃s are set as in (11a). The other components
are obtained as

g̃si = maximum {g̃1si, g̃2si} (12)

for 1 < i < 2N − d, where

g̃1si = minimum {gs(i−1), gsi, gs(i+1)}
g̃2si = minimum {1− g̃s(i−1), gsi, 1− gs(i+1)}

.

Then, set gs = g̃s and repeat the above operation. Continue
this process for, say, Nen times, and finally, set gs = g̃s. With
a sufficiently large value of Nen, this operation would shrink
each rectangular pulse in gs to a discrete-time unit impulse.
Hence, the resulting gs can be expected to be sparse vector
with nonzero components at the indices corresponding to the
BoHS indices of xk.

Finally, SI-TS vector for xk can be computed as follows.
First, construct a vector ũ whose components are the indices

of the nonzero components of gs in the increasing order of
their values. If ũ has Nts + 1 components, then construct

û = [û1 û2 · · · ûNts
]
T (13)

where ûi = (ũi+1 − ũi)/fs for i = 1, 2, . . . , Nts and fs is
the frequency used to acquire the signal xk.

A flow chart of the procedure described above is shown in
Fig. 2.

input vector gs
threshold gs
using (10) set n = 0

dilate gs
using (11)

n = n+1
is

n < Ndl
set n = 0

erode gs
using (12)

n = n+1
is

n < Ner

find indices of nonzero
components of g̃s

obtain û
using (13)output ûstop

yes

no

yes

no

Fig. 2. Flow chart of the procedure for the estimation of SI-TS vector û
from vector gs

The procedure for the estimation of SI-TS vector û from
signal xk can be summarized as an algorithm shown in
Table I. In Step 1 of the algorithm, {xi} and {ui} denote
training signals and corresponding BoHS indices, respec-
tively. Parameter t in Step 1 is used for the evaluation of
equation in (6).

TABLE I
SI-TS ESTIMATION ALGORITHM

Step 1 Input xk, {xi}, {ui}, d, c, N1, N2, Ndl, Nen, t, fs.
Step 2 Construct Tr and gr from {xi} and {ui} using (9).
Step 3 Using X and y in svmtrain, obtain SVM

parameters.
Step 4 Construct a testing matrix Ts from xk using (8a).
Step 5 Obtain vector gs from Ts using svmclassify.
Step 6 Obtain û using (10)-(13).
Step 7 Output û and stop.

IV. SIMULATION RESULTS
Sixteen records of foot gait signals obtained from healthy

control subjects and corresponding time series data were
downloaded from the Physionet website [16]. As reported in
[16], each signal was originally acquired with the sampling
rate of fs = 300 Hz over 600 seconds. In the first simulation,
the algorithm in Table I was run with d = 200, c = 40,
N1 = 5, N2 = 5, Ndl = 40, Nen = 360, t = 0.06, and
fs = 300. Seven records were randomly chosen from the
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total sixteen records, and left foot signals from the seven
records were selected as {xi}. From the corresponding seven
time series files, elapsed time (column 1) were selected as
seven vectors {ui}. The resulting {xi} and {ui} were used
as training data in Step 1 of the algorithm. A record was
randomly chosen from among the sixteen records and its left
foot signal was used as xk in Step 1. The algorithm was run
several times. A typical original SI-TS signal (column 2 of
the time series file) and the SI-TS signal estimated from xk

are shown in Fig. 3. As can be seen, the estimated SI-TS
signal is very similar to the original SI-TS signal.

Fig. 3. (a) Original left foot SI-TS (Control1) and (b) estimated left foot
SI-TS (Control1). SVM trained with record numbers 9, 13, 1, 5, 15, 8
and 7.

In the second simulation, the left foot gait signal from the
first record, i.e., Control1, was set to xk and the algorithm
in Table I was run as in the first simulation. This process was
repeated for fifteen times by setting the left foot gait signals
from the remaining fifteen records, namely, Control2,
Control3, . . ., Control16, to xk. The values of mean
and standard deviation of the estimated SI-TS signals in a
typical case are shown in the second and fourth columns
of Table II. Absolute error between the values of mean and
standard deviation for the original SI-TS and estimated SI-TS
signals are shown in the third and fifth columns, respectively.
As can be seen, the error for the mean and standard deviation
is of the order of 10−4.

V. CONCLUSIONS

A new algorithm for the estimation of SI-TS vector from
foot gait signals is proposed. The algorithm is based on the
recognition of the beginning of heel strike in the signal by
using SVM and morphological operations. As demonstrated
using simulation results, the proposed algorithm yields es-
timated SI-TS signals which are fairly accurate in terms of
mean and standard deviation.
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TABLE II
MEAN AND STANDARD DEVIATION FOR ESTIMATED SI-TS

Record Mean Standard deviation
Value Error Value Error

×10−4 ×10−3 ×10−4

Control1 1.0723 2 1 1.80
Control2 1.1566 9 3 1.13
Control3 1.0907 4 4 3.31
Control4 1.0409 2 3 0.34
Control5 1.1084 4 2 6.52
Control6 1.0297 7 7 1.47
Control7 1.0681 4 4 0.26
Control8 1.0648 10 10 0.35
Control9 1.0124 1.2 12 0.21
Control10 1.0025 1.3 13 1.45
Control11 1.0353 6 6 2.58
Control12 1.1433 12 11 0.30
Control13 1.1082 4 4 0.46
Control14 1.1160 15 19 3.61
Control15 1.4001 5 15 7.77
Control16 1.1120 0 1 2.25
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